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The Strong CP Problem 
Most general gauge invariant lagrangian for strong interactions 
(up to dimension 4 operators which ensures renormalizability) 

Usual gauge 
field energy Exotic Term that 

violates T and P 
symmetries 

Usual 
fermion-

gauge field 
interaction 

Mass 
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(or Mass 
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Measure of 
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limit from Hg and neutron EDM experiments 



ma, fa
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•	
  the	
  axion	
  is	
  a	
  pseudo-­‐goldstone	
  boson	
  of	
  a	
  U(1)	
  spontaneously	
  broken	
  symmetry	
  at	
  high	
  energy	
  scale	
  
(decouples	
  from	
  regular	
  maIer	
  early	
  in	
  the	
  big	
  bang)	
  
•	
  axion	
  obtains	
  a	
  poten4al	
  (and	
  hence	
  mass)	
  in	
  nonperturba4ve	
  QCD.	
  
•CP	
  viola4on	
  is	
  large	
  in	
  early	
  universe,	
  but	
  very	
  small	
  now.	
  

Why is     so small? ✓̄

1

Peccei-Quinn (PQ) Mechanism: 
✓̄ ! a

1

CP-violating 
parameter	
  

QCD	
  confinement	
  scale	
  

large	
  CP-­‐viola4on	
  

early	
  universe	
   now	
  



Axions as Cold Dark Matter 

• the parameters are related by mass generating mechanism 
In most popular model mass is  
generated in nonperturbative QCD 

• coherent classical scalar field 
-amplitude from dark matter density 
-decoherence from gravity-induced gradients 

• amplitude and velocity estimated by astrophysics 
        

Mostly defined entirely by two parameters:      ma, fa

1

mass 
symmetry 
breaking 
energy scale 
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very	
  specific	
  predic4on!	
  	
  1	
  free	
  parameter	
  (m)	
  



Axion Interactions 
QFT Lagrangians 

1
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generates	
  oscilla4ng	
  nuclear	
  electric	
  dipole	
  moments	
  and	
  	
  
magne1c	
  quadrupole	
  moments	
  in	
  systems	
  sensi4ve	
  to	
  	
  

1

✓QCD

generates	
  axion-­‐photon	
  conversion	
  in	
  the	
  presence	
  of	
  a	
  large	
  magne4c	
  field	
  

generate	
  oscilla4ng	
  atomic	
  parity	
  viola1on,	
  
	
  oscilla4ng	
  lorentz	
  viola1ng	
  interac1ons,	
  and	
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  atomic	
  electric	
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  nota4on	
  change	
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Gluon Coupling 

ALP-photon coupling parameter. The purple region of
Fig. 2 shows where the QCD axion lies in this parameter
space. The dark purple is where the QCD axion may be the
dark matter. This parameter space is described in detail
in Ref. [17].
The solid (orange and red) regions in Fig. 2 show

estimates for the sensitivities for two phases of our
proposed experiments. Phase 1 (upper, orange region)
is a more conservative version relying on demonstrated
technology. Phase 2 (lower, red region) relies on techno-
logical improvements that have been demonstrated indi-
vidually but have not been combined in a single experiment.
Thus, the phase 2 proposal may be taken as an estimate
of one way to achieve the sensitivity necessary to see the
QCD axion with this technique. Since this is a resonant
experiment and the frequency must be scanned, realistically
it would likely take several experiments to cover either
region.
The dashed (red) line in Fig. 2 shows the ultimate limit

on the sensitivity of the phase 2 experiment from sample
magnetization noise (calculated in the Appendix), which
could be reached if the magnetometer is improved. The
sample magnetization noise limit for the phase 1 experi-
ment is not shown, but was calculated and is not a limiting
factor for phase 1. Note the phase 2 noise is small enough

that it would not hinder detection of the QCD axion over
the entire relevant frequency range.
For both phases, we assume the nucleus is 207Pb, so that

ϵs ≈ 10−2 and the nuclear magnetic moment is μ ¼ 0.6μN ,
where μN ¼ 3.15 × 10−14 MeV=T. Other parameters are
shown in Table I. With these parameters, the limit on the
sensitivity of both phase 1 and phase 2 experiments is set by
the magnetometer sensitivity. The upper limit on the ALP
mass for the solid curves in Fig. 2 comes from requiring
that the Larmor frequency be less than the maximum
achievable frequency using a 10 T (phase 1) or 20 T
(phase 2) applied B field. The change in slope in the solid
phase 2 sensitivity curve comes when τa ¼ T2.
Phase 1 can cover a large piece of unexplored ALP

parameter space. Phase 2 reaches the QCD axion for
coupling constants fa ≳ 1016 GeV. If the magnetometer
is improved and the magnetization noise limit is reached,
the QCD axion could possibly be detected over the entire
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FIG. 2. Estimated constraints in the ALP parameter space in the EDM coupling gd (where the nucleon EDM is dn ¼ gda and a is the
local value of the ALP field) versus the ALP mass [17]. The green region is excluded by the constraints on excess cooling of supernova
1987A [17]. The blue region is excluded by existing, static nuclear EDM searches [17]. The QCD axion is in the purple region, whose
width shows the theoretical uncertainty [17]. The solid red and orange regions show sensitivity estimates for our phase 1 and phase 2
proposals, set by magnetometer noise. The red dashed line shows the limit from magnetization noise of the sample for phase 2. The
ADMX region shows what region of the QCD axion has been covered (darker blue) [34] or will be covered (lighter blue) [58,59]. Phase
1 is a modification of current solid-state static EDM techniques that is optimized to search for a time-varying signal and can immediately
begin probing the allowed region of ALP dark matter. To calculate limits from previous (static) EDM searches as well as our sensitivity
curves, we assume the ALP is all of the dark matter.

TABLE I. Parameters for phase 1 and phase 2 regions in Fig. 2.

n E" p T2 Max Bext

Phase 1 1022 cm−3 3 × 108 V=cm 10−3 1 ms 10 T
Phase 2 1022 cm−3 3 × 108 V=cm 1 1 s 20 T

BUDKER et al. PHYS. REV. X 4, 021030 (2014)

021030-4

CASPEr	
  Proposal	
  
Budker	
  PRX	
  4	
  (2014)	
  

•	
  solid	
  state	
  
oscilla4ng	
  nuclear	
  
EDM	
  measurement	
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What are the observables here?
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Axion Electrodynamics in an Experiment

Axion Wind, Axion PNC, Axion EDMs

r · E =⇢�r✓ · B
r⇥ E =� Ḃ
r · B =0

r⇥ B =Ė + J + ✓̇B +r✓ ⇥ E

• All axion source terms are derivatives in space
or time. Derivatives of axion field in space
should be suppressed by v/c ⇠ 10�8 compared
to the time derivative.

• Hence, in effect, we have:

r⇥ B1 =Ė1 + ✓̇B0

r⇥ E1 =� Ḃ

which results in:

�r2E1 =�r⇥ Ḃ1

• So here is the relevant equation:
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Lets consider these two source terms sepa-
rately.
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in which case:
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=m2 1
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0 [1� cos 2mt]

So this just means that I can either generate
the fields required.

• Most likely experiment involves a large heavy
duty magnet, and we can detect small modu-
lations in the electric field. This only works for
really big magnets. The largest magnet might
be a meter in diameter which would correspond
roughly to ⇠ 300 MHz. At this frequency, you
still need to be pretty darn sensitive to the
fields.

CONCLUSION
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  nuclear	
  moments	
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  systems	
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  θQCD	
  	
  



Solid State 
Oscillating EDM Measurement 

Budker D, Graham PW, Ledbetter M, Rajendran S, Sushkov AO. Proposal for a Cosmic 
Axion Spin Precession Experiment (CASPEr). Phys. Rev. X. 2014;4(2):021030 

magnetization (t) ⇡ nµ (dnEe↵t) sinc
⇥�
2µB �mac

2
�
t
⇤
sin (2µBt)

1

B-induced 
magnetization 

resonant behavior temporal 
oscillation 



Gluon Coupling 

ALP-photon coupling parameter. The purple region of
Fig. 2 shows where the QCD axion lies in this parameter
space. The dark purple is where the QCD axion may be the
dark matter. This parameter space is described in detail
in Ref. [17].
The solid (orange and red) regions in Fig. 2 show

estimates for the sensitivities for two phases of our
proposed experiments. Phase 1 (upper, orange region)
is a more conservative version relying on demonstrated
technology. Phase 2 (lower, red region) relies on techno-
logical improvements that have been demonstrated indi-
vidually but have not been combined in a single experiment.
Thus, the phase 2 proposal may be taken as an estimate
of one way to achieve the sensitivity necessary to see the
QCD axion with this technique. Since this is a resonant
experiment and the frequency must be scanned, realistically
it would likely take several experiments to cover either
region.
The dashed (red) line in Fig. 2 shows the ultimate limit

on the sensitivity of the phase 2 experiment from sample
magnetization noise (calculated in the Appendix), which
could be reached if the magnetometer is improved. The
sample magnetization noise limit for the phase 1 experi-
ment is not shown, but was calculated and is not a limiting
factor for phase 1. Note the phase 2 noise is small enough

that it would not hinder detection of the QCD axion over
the entire relevant frequency range.
For both phases, we assume the nucleus is 207Pb, so that

ϵs ≈ 10−2 and the nuclear magnetic moment is μ ¼ 0.6μN ,
where μN ¼ 3.15 × 10−14 MeV=T. Other parameters are
shown in Table I. With these parameters, the limit on the
sensitivity of both phase 1 and phase 2 experiments is set by
the magnetometer sensitivity. The upper limit on the ALP
mass for the solid curves in Fig. 2 comes from requiring
that the Larmor frequency be less than the maximum
achievable frequency using a 10 T (phase 1) or 20 T
(phase 2) applied B field. The change in slope in the solid
phase 2 sensitivity curve comes when τa ¼ T2.
Phase 1 can cover a large piece of unexplored ALP

parameter space. Phase 2 reaches the QCD axion for
coupling constants fa ≳ 1016 GeV. If the magnetometer
is improved and the magnetization noise limit is reached,
the QCD axion could possibly be detected over the entire
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FIG. 2. Estimated constraints in the ALP parameter space in the EDM coupling gd (where the nucleon EDM is dn ¼ gda and a is the
local value of the ALP field) versus the ALP mass [17]. The green region is excluded by the constraints on excess cooling of supernova
1987A [17]. The blue region is excluded by existing, static nuclear EDM searches [17]. The QCD axion is in the purple region, whose
width shows the theoretical uncertainty [17]. The solid red and orange regions show sensitivity estimates for our phase 1 and phase 2
proposals, set by magnetometer noise. The red dashed line shows the limit from magnetization noise of the sample for phase 2. The
ADMX region shows what region of the QCD axion has been covered (darker blue) [34] or will be covered (lighter blue) [58,59]. Phase
1 is a modification of current solid-state static EDM techniques that is optimized to search for a time-varying signal and can immediately
begin probing the allowed region of ALP dark matter. To calculate limits from previous (static) EDM searches as well as our sensitivity
curves, we assume the ALP is all of the dark matter.

TABLE I. Parameters for phase 1 and phase 2 regions in Fig. 2.

n E" p T2 Max Bext

Phase 1 1022 cm−3 3 × 108 V=cm 10−3 1 ms 10 T
Phase 2 1022 cm−3 3 × 108 V=cm 1 1 s 20 T

BUDKER et al. PHYS. REV. X 4, 021030 (2014)

021030-4

•	
  229ThO	
  MQM	
  Measurement	
  
•θQCD~10-­‐10	
  sensi4vity	
  
	
  ~100	
  uHz	
  freq	
  sensi4vity	
  
•ACME	
  Apparatus	
  Operated	
  
in	
  “AC”	
  mode	
  

7	
  order	
  of	
  magnitude	
  away	
  
from	
  QCD	
  axion	
  



An AC ACME Experiment 
•	
  Oscillate	
  the	
  Electric	
  Field	
  Adiaba1cally	
  so	
  that	
  Molecules	
  Stay	
  in	
  the	
  Same	
  Eigenstate	
  

•	
  If	
  the	
  frequency	
  and	
  phase	
  of	
  the	
  electric	
  field	
  oscilla1on	
  matches	
  the	
  axion	
  field	
  (within	
  1/t)	
  
then	
  a	
  DC	
  phase	
  shiK	
  is	
  registered	
  in	
  the	
  experiment	
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An AC ACME Experiment 
•	
  Resonant	
  signal	
  

•	
  Rejec1on	
  of	
  DC,	
  and	
  E-­‐field	
  phase	
  independent	
  measurement	
  by	
  fast	
  phase	
  switch	
  

•	
  Possible	
  systema1c	
  errors?	
  
	
  -­‐	
  g	
  factor	
  difference	
  between	
  omega	
  doublets	
  coupling	
  to	
  AC	
  magne4c	
  field	
  noise	
  

	
  -­‐	
  what	
  are	
  the	
  effects	
  of	
  residual	
  stray	
  EM	
  fields?	
  Non-­‐uniformity	
  of	
  AC	
  field?	
  …	
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so then, it seems that if i keep ⌦
1

/⌦ ⇡ .01 � .25,
then if I can vary ⌦ = 1MHz � 1 GHz, and given
that �

0

⇡ 200 kHz then that implies that I can vary
⌦

e↵

⇡ 2 kHz � 50 kHz which is fairly slow, if I keep
making it bigger, then the electric field will oscillate
in sign, and that will mess of the interpretation of
the results...

but if it is fast enough, then I can probably still
do it since the molecules won’t really respond to the
high frequency fields.

I have considered the case where ⌦
1

⌧ ⌦, but
I find that the experiment still works if ⌦

1

⇠ ⌦.
However, the transition must still be proportional to
�.

Here, the

POSSIBLE PLANS:

1. A DC electric field is applied and a ripple is
applied on top of it

DE ⇠ DE
0

+DE
1

cos 2DE
0

In this case the electric field is resonance with
the Stark splitting. This transition is forbidden
and should give Rabi frequencies on the order
of �⌦1p

�+⌦

2
0

. How do we set the phase of the
Rabi oscillations?

2. A microwave field with z polarization is applied
to drive between rotational levels. This again is
E1 forbidden, but maybe we could get enough
power so that we could drive really fast Rabi
flops, or maybe we could take a hit in sensitiv-
ity by driving off resonance to get high Rabi
flopping rates.

3. A microwave field with x polarization is ap-
plied to drive between rotational levels. This
is a factor of 2 hit in signal with respect to DC,
but at the gain of being able to perform faster
Rabi oscillations (I already know that I can ap-
ply Rabi flopping frequencies on the order of 1
MHz at least here, and this might be increased
by a factor of a few.

The microwave one has the advantage that I can
drive an x̂ polarization pulse, but has the disadvan-
tage of not being very spatially homogenous.

We could simulate an EDM when looking for the
signal by oscillating the magnetic field, in which case,
the �g would be proportional to the signal.

.

POSSIBLE PRECISION

Assuming that I can come up with a configuration
that Rabi flops between the omega doublets with
a frequency, !E , and supposing that the oscillatory
spin precession phase accumulation is

E = �Ñ ẼdeEe↵

and then assuming that the EDM is oscillatory,

de (t) =d(0)e sin!dt

, then I can mix down this high frequency EDM os-
cillation to DC, by inducing

Ñ Ẽ =sin (!E t+ ')

where ' is a relative phase between the Ñ Ẽ oscil-
lation and the EDM oscillation, so then the acumu-
lated phase is:
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in sign, and that will mess of the interpretation of
the results...

but if it is fast enough, then I can probably still
do it since the molecules won’t really respond to the
high frequency fields.

I have considered the case where ⌦
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I find that the experiment still works if ⌦
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E1 forbidden, but maybe we could get enough
power so that we could drive really fast Rabi
flops, or maybe we could take a hit in sensitiv-
ity by driving off resonance to get high Rabi
flopping rates.

3. A microwave field with x polarization is ap-
plied to drive between rotational levels. This
is a factor of 2 hit in signal with respect to DC,
but at the gain of being able to perform faster
Rabi oscillations (I already know that I can ap-
ply Rabi flopping frequencies on the order of 1
MHz at least here, and this might be increased
by a factor of a few.

The microwave one has the advantage that I can
drive an x̂ polarization pulse, but has the disadvan-
tage of not being very spatially homogenous.

We could simulate an EDM when looking for the
signal by oscillating the magnetic field, in which case,
the �g would be proportional to the signal.
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by a factor of a few.
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•	
  Technical	
  considera1ons:	
  

	
  -­‐	
  Time	
  response	
  of	
  field	
  plates	
  needs	
  to	
  be	
  carefully	
  characterized…	
  

	
  -­‐	
  Gen	
  II	
  field	
  plates	
  might	
  be	
  faster	
  than	
  Gen	
  I	
  plates	
  (resis4vity/square	
  is	
  smaller?!)	
  

	
  -­‐	
  Might	
  be	
  able	
  to	
  replace	
  E-­‐field	
  supply	
  with	
  AC	
  supply	
  or	
  capaci4vely	
  couple	
  in	
  the	
  AC	
  
	
  (need	
  about	
  2V	
  amplitude	
  at	
  1kHz-­‐1MHz)	
  	
  

	
  -­‐Higher	
  J	
  is	
  beIer	
  (larger	
  omega	
  doublet	
  spligng	
  implies	
  larger	
  possible	
  frequency	
  band,	
  
	
  but	
  will	
  require	
  larger	
  electric	
  field	
  amplitude	
  to	
  reach	
  satura4on)	
  

	
  -­‐oscilla4ng	
  electric	
  field	
  generates	
  oscilla4ng	
  transverse	
  magne4c	
  field	
  via	
  maxwells	
  
equa4ons	
  (could	
  this	
  do	
  bad	
  things?)	
  

	
  …	
  



Photon Coupling 

masses meV & ma & 10!12 eV, with axion decay con-
stant anywhere in the range fa ⪆ 1010 GeV all the way
up to the Planck scale "1019 GeV. The only experiment
which can currently reach the QCD axion in this range
is ADMX and it cannot probe the region of high
fa ⪆ 1013 GeV, or ma & 10!6 eV. Coming upgrades to
ADMX, such as ADMX-HF, may probe higher masses
(lower fa). However, it is very challenging for microwave
cavity searches to get to higher fa because these experi-
ments search for axion to photon conversion through the
coupling in Eq. (3). The amplitude for this process neces-
sarily goes as the square of the coupling / f2a. Further,
the cavity must be on resonance with the axion mass
(frequency) in order to enhance the signal. This requires
the cavity to be approximately the size of the axion wave-
length "m!1

a . For GUT scale axions fa " 1016 GeV gives
m!1

a " 300 m, which makes for a rather large cavity. If the
cavity size cannot be increased with the wavelength, then
the sensitivity of the experiment will fall off even more
rapidly with increasing fa. While microwave cavities make
excellent axion detectors for the lower fa, they are many
orders of magnitude away from detecting axions with
higher fa. Similarly, other proposals using the coupling
to electromagnetism in Eq. (3), e.g. the interesting, recent
proposal of using a dish detector [53], may work at lower
fa & 1013 GeV but cannot reach higher fa.

Given how well-motivated axion dark matter is, it is
important not to miss a such a large piece of its parameter
space. It is therefore crucial to design experiments that can

detect axions or ALPs with masses below !eV. This is
clearly challenging using the coupling in Eq. (3).

IV. AXION-EDM COUPLING

There are two general problems to using the axion-
photon coupling Eq. (3) for detection of light, weakly
coupled axions. First, all experiments are measuring rates
for axion to photon conversion so they go as amplitude
squared / g2a"". In fact, in the case of light-through-walls
experiments since a photon must convert to an axion and
then convert back to a photon the rate goes as g4a"".
Second, the operator in Eq. (3) usually suppresses the
signal in a possible experiment by the ratio of the size of
the experiment over the wavelength of the axion (often
squared). This arises because F ~F is a total derivative and
therefore the operator in Eq. (3) can be thought of as having
a derivative on the axion field. For high mass axions this is
not a problem; microwave cavities can easily be the same
size as the axion wavelength. But for low mass axions this
is a large suppression for any laboratory-sized experiment.

A. A new operator for axion detection

To detect low mass axions or ALPs we must avoid these
problems. We therefore propose using a different coupling
instead of the one in Eq. (3). The QCD axion solves the
strong CP problem, the problem that a nucleon electric
dipole moment (EDM) would be generated by the #
parameter of QCD. This parameter arises in the standard

FIG. 1 (color online). Reproduced with permission from Fig. 2 of Ringwald [72], this figure is adapted from [51,52,73]
(see also [50]). ALP parameter space in axion-photon coupling [as in Eq. (3)] versus mass of ALP. The QCD axion is the yellow
band. The width of the yellow band gives an indication of the model dependence in this coupling, though the coupling can even be
tuned to zero.
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Past and Proposed Experiments 

masses meV & ma & 10!12 eV, with axion decay con-
stant anywhere in the range fa ⪆ 1010 GeV all the way
up to the Planck scale "1019 GeV. The only experiment
which can currently reach the QCD axion in this range
is ADMX and it cannot probe the region of high
fa ⪆ 1013 GeV, or ma & 10!6 eV. Coming upgrades to
ADMX, such as ADMX-HF, may probe higher masses
(lower fa). However, it is very challenging for microwave
cavity searches to get to higher fa because these experi-
ments search for axion to photon conversion through the
coupling in Eq. (3). The amplitude for this process neces-
sarily goes as the square of the coupling / f2a. Further,
the cavity must be on resonance with the axion mass
(frequency) in order to enhance the signal. This requires
the cavity to be approximately the size of the axion wave-
length "m!1

a . For GUT scale axions fa " 1016 GeV gives
m!1

a " 300 m, which makes for a rather large cavity. If the
cavity size cannot be increased with the wavelength, then
the sensitivity of the experiment will fall off even more
rapidly with increasing fa. While microwave cavities make
excellent axion detectors for the lower fa, they are many
orders of magnitude away from detecting axions with
higher fa. Similarly, other proposals using the coupling
to electromagnetism in Eq. (3), e.g. the interesting, recent
proposal of using a dish detector [53], may work at lower
fa & 1013 GeV but cannot reach higher fa.

Given how well-motivated axion dark matter is, it is
important not to miss a such a large piece of its parameter
space. It is therefore crucial to design experiments that can

detect axions or ALPs with masses below !eV. This is
clearly challenging using the coupling in Eq. (3).

IV. AXION-EDM COUPLING

There are two general problems to using the axion-
photon coupling Eq. (3) for detection of light, weakly
coupled axions. First, all experiments are measuring rates
for axion to photon conversion so they go as amplitude
squared / g2a"". In fact, in the case of light-through-walls
experiments since a photon must convert to an axion and
then convert back to a photon the rate goes as g4a"".
Second, the operator in Eq. (3) usually suppresses the
signal in a possible experiment by the ratio of the size of
the experiment over the wavelength of the axion (often
squared). This arises because F ~F is a total derivative and
therefore the operator in Eq. (3) can be thought of as having
a derivative on the axion field. For high mass axions this is
not a problem; microwave cavities can easily be the same
size as the axion wavelength. But for low mass axions this
is a large suppression for any laboratory-sized experiment.

A. A new operator for axion detection

To detect low mass axions or ALPs we must avoid these
problems. We therefore propose using a different coupling
instead of the one in Eq. (3). The QCD axion solves the
strong CP problem, the problem that a nucleon electric
dipole moment (EDM) would be generated by the #
parameter of QCD. This parameter arises in the standard

FIG. 1 (color online). Reproduced with permission from Fig. 2 of Ringwald [72], this figure is adapted from [51,52,73]
(see also [50]). ALP parameter space in axion-photon coupling [as in Eq. (3)] versus mass of ALP. The QCD axion is the yellow
band. The width of the yellow band gives an indication of the model dependence in this coupling, though the coupling can even be
tuned to zero.
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Past and Proposed Experiments 

masses meV & ma & 10!12 eV, with axion decay con-
stant anywhere in the range fa ⪆ 1010 GeV all the way
up to the Planck scale "1019 GeV. The only experiment
which can currently reach the QCD axion in this range
is ADMX and it cannot probe the region of high
fa ⪆ 1013 GeV, or ma & 10!6 eV. Coming upgrades to
ADMX, such as ADMX-HF, may probe higher masses
(lower fa). However, it is very challenging for microwave
cavity searches to get to higher fa because these experi-
ments search for axion to photon conversion through the
coupling in Eq. (3). The amplitude for this process neces-
sarily goes as the square of the coupling / f2a. Further,
the cavity must be on resonance with the axion mass
(frequency) in order to enhance the signal. This requires
the cavity to be approximately the size of the axion wave-
length "m!1

a . For GUT scale axions fa " 1016 GeV gives
m!1

a " 300 m, which makes for a rather large cavity. If the
cavity size cannot be increased with the wavelength, then
the sensitivity of the experiment will fall off even more
rapidly with increasing fa. While microwave cavities make
excellent axion detectors for the lower fa, they are many
orders of magnitude away from detecting axions with
higher fa. Similarly, other proposals using the coupling
to electromagnetism in Eq. (3), e.g. the interesting, recent
proposal of using a dish detector [53], may work at lower
fa & 1013 GeV but cannot reach higher fa.

Given how well-motivated axion dark matter is, it is
important not to miss a such a large piece of its parameter
space. It is therefore crucial to design experiments that can

detect axions or ALPs with masses below !eV. This is
clearly challenging using the coupling in Eq. (3).

IV. AXION-EDM COUPLING

There are two general problems to using the axion-
photon coupling Eq. (3) for detection of light, weakly
coupled axions. First, all experiments are measuring rates
for axion to photon conversion so they go as amplitude
squared / g2a"". In fact, in the case of light-through-walls
experiments since a photon must convert to an axion and
then convert back to a photon the rate goes as g4a"".
Second, the operator in Eq. (3) usually suppresses the
signal in a possible experiment by the ratio of the size of
the experiment over the wavelength of the axion (often
squared). This arises because F ~F is a total derivative and
therefore the operator in Eq. (3) can be thought of as having
a derivative on the axion field. For high mass axions this is
not a problem; microwave cavities can easily be the same
size as the axion wavelength. But for low mass axions this
is a large suppression for any laboratory-sized experiment.

A. A new operator for axion detection

To detect low mass axions or ALPs we must avoid these
problems. We therefore propose using a different coupling
instead of the one in Eq. (3). The QCD axion solves the
strong CP problem, the problem that a nucleon electric
dipole moment (EDM) would be generated by the #
parameter of QCD. This parameter arises in the standard

FIG. 1 (color online). Reproduced with permission from Fig. 2 of Ringwald [72], this figure is adapted from [51,52,73]
(see also [50]). ALP parameter space in axion-photon coupling [as in Eq. (3)] versus mass of ALP. The QCD axion is the yellow
band. The width of the yellow band gives an indication of the model dependence in this coupling, though the coupling can even be
tuned to zero.
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Past and Proposed Experiments 

masses meV & ma & 10!12 eV, with axion decay con-
stant anywhere in the range fa ⪆ 1010 GeV all the way
up to the Planck scale "1019 GeV. The only experiment
which can currently reach the QCD axion in this range
is ADMX and it cannot probe the region of high
fa ⪆ 1013 GeV, or ma & 10!6 eV. Coming upgrades to
ADMX, such as ADMX-HF, may probe higher masses
(lower fa). However, it is very challenging for microwave
cavity searches to get to higher fa because these experi-
ments search for axion to photon conversion through the
coupling in Eq. (3). The amplitude for this process neces-
sarily goes as the square of the coupling / f2a. Further,
the cavity must be on resonance with the axion mass
(frequency) in order to enhance the signal. This requires
the cavity to be approximately the size of the axion wave-
length "m!1

a . For GUT scale axions fa " 1016 GeV gives
m!1

a " 300 m, which makes for a rather large cavity. If the
cavity size cannot be increased with the wavelength, then
the sensitivity of the experiment will fall off even more
rapidly with increasing fa. While microwave cavities make
excellent axion detectors for the lower fa, they are many
orders of magnitude away from detecting axions with
higher fa. Similarly, other proposals using the coupling
to electromagnetism in Eq. (3), e.g. the interesting, recent
proposal of using a dish detector [53], may work at lower
fa & 1013 GeV but cannot reach higher fa.

Given how well-motivated axion dark matter is, it is
important not to miss a such a large piece of its parameter
space. It is therefore crucial to design experiments that can

detect axions or ALPs with masses below !eV. This is
clearly challenging using the coupling in Eq. (3).

IV. AXION-EDM COUPLING

There are two general problems to using the axion-
photon coupling Eq. (3) for detection of light, weakly
coupled axions. First, all experiments are measuring rates
for axion to photon conversion so they go as amplitude
squared / g2a"". In fact, in the case of light-through-walls
experiments since a photon must convert to an axion and
then convert back to a photon the rate goes as g4a"".
Second, the operator in Eq. (3) usually suppresses the
signal in a possible experiment by the ratio of the size of
the experiment over the wavelength of the axion (often
squared). This arises because F ~F is a total derivative and
therefore the operator in Eq. (3) can be thought of as having
a derivative on the axion field. For high mass axions this is
not a problem; microwave cavities can easily be the same
size as the axion wavelength. But for low mass axions this
is a large suppression for any laboratory-sized experiment.

A. A new operator for axion detection

To detect low mass axions or ALPs we must avoid these
problems. We therefore propose using a different coupling
instead of the one in Eq. (3). The QCD axion solves the
strong CP problem, the problem that a nucleon electric
dipole moment (EDM) would be generated by the #
parameter of QCD. This parameter arises in the standard

FIG. 1 (color online). Reproduced with permission from Fig. 2 of Ringwald [72], this figure is adapted from [51,52,73]
(see also [50]). ALP parameter space in axion-photon coupling [as in Eq. (3)] versus mass of ALP. The QCD axion is the yellow
band. The width of the yellow band gives an indication of the model dependence in this coupling, though the coupling can even be
tuned to zero.
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Axion Electrodynamics:

E (~x, t) =E0 (~x) + E1 (~x, t) + . . .

B (~x, t) =B0 (~x) + B1 (~x, t) + . . .

Maxwell’s equations:

r · E =⇢�r✓ · B
r⇥ E =� Ḃ
r · B =0

r⇥ B =Ė + J + ✓̇B +r✓ ⇥ E
r2

a� ä =� ga��E · B

L =ga��aE · B
✓ ⌘ga��a

So then, if I solve this:

r⇥ B1 =Ė1 + ✓̇B0

r⇥ E1 =� Ḃ1

So then:

r⇥
⇣
r⇥ Ė1

⌘
=� Ḃ1

r (r · E1)�r2E1 =�r⇥ Ḃ1

r2E1 =r⇥ Ḃ1

r⇥ B1 =Ė1 + ✓̇B0

r⇥ Ḃ1 =Ë1 + ✓̈B0

So then we get:

r2E1 � Ë1 =✓̈B0

This should be solved by a separable solution:

✓ (t) =✓0 sin
⇣
~

k · ~x� !t

⌘

E1 (~x, t) =E1 (~x) sin
⇣
~

k · ~x� !t

⌘

So then we get:

r2E1 (~x) +
�
!

2 � k

2
�
E1 (~x) =✓0B (~x)

and here, !2 � k

2 = m

2, so then we get:

r2E1 (~x) +m

2E1 (~x) =�m

2
✓0B (~x)

Then, if we assume that the electric field must vanish
at a position x = ±r, then we get solution:

E1 (~x) =
B0✓0

m

2


1� cos (mx)

cos (mr)

�

which, in the limit of mx,mr ⌧ 1 reduces to:

E1 (~x) =� 1

2
✓0B0

⇥
m

2
r

2
⇤ 

1�
⇣
x

r

⌘2
�

so here, the effect is suppressed by m

2
r

2 = 10�24.
So this indeed is small, but not as small as had

been suggested (3rd power). So k · r ⇠ 1 for
m ⇠ 24 keV . (maybe thats what the axio-electric
ionization effect is). So with this we would only be
sensitive to ✓0 ⇠ 1.

So thats in one dimension assuming a step function
B0 (does this even make sense?)

dark photon:

L = �1

4
V

2
µ⌫ � ✏

2
Vµ⌫F

µ⌫ + |Dµ�|2 � V (�)

small axion induced fields due to the electric
field plates

Lets say that we have field plates that are length
(x0, y0, z0) in the cardinal directions, which roughly
leads to an electric field of E0 = ẑ2V/z0. Now, sup-
pose that we introduce an axion wind::

r⇥ B1 =
@E1
@t

+r✓ ⇥ E0

r⇥ E1 =� @B1

@t

Ok, so what is the effect of this effective current den-
sity?

✓ =✓0 sin
⇣
~

k · ~x� !t

⌘

where !

2 = k

2 + m

2 (and k is the axion wind mo-
mentum).

Then:

r⇥ Ḃ1 =
@

2E1
@t

2
+r✓̇ ⇥ E0 +r✓ ⇥ Ė0

r⇥ (r⇥ E1) =�r⇥ Ḃ1

r (r · E1)�r2E1 =�r⇥ Ḃ1

So then we have a wave equation:

r2E1 �
@

2E1
@t

2
=r✓̇ ⇥ E0 +r✓ ⇥ Ė0
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a� ä =� ga��E · B

L =ga��aE · B
✓ ⌘ga��a

So then, if I solve this:

r⇥ B1 =Ė1 + ✓̇B0
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pose that we introduce an axion wind::

r⇥ B1 =
@E1
@t

+r✓ ⇥ E0

r⇥ E1 =� @B1

@t

Ok, so what is the effect of this effective current den-
sity?

✓ =✓0 sin
⇣
~

k · ~x� !t

⌘

where !

2 = k

2 + m

2 (and k is the axion wind mo-
mentum).

Then:

r⇥ Ḃ1 =
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r⇥ (r⇥ E1) =�r⇥ Ḃ1
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AXION MODELS

Axion Electrodynamics in a Molecule

What might be the effect of the axion-photon cou-
pling within the ThO molecule? Naively, we might
expect that the very large electric and magnetic
fields in the molecule in combination with our high
experimental sensitivity to those fields via a spin-
precession measurement, we might be in a position
to say something interesting about the axions that
could couple there. However, since the axion pho-
ton coupling term becomes a pure 4-divergence in
the static limit, then all effects from axions are due
to derivatives of the field. It turns out that if the
axion wavelength is much larger than the size of the
molecule, then the molecules sensitivity to these ef-
fects is suppressed by the ratio of the volumes.

The photon axion interaction lagrangian takes the
form:

L =✓E · B

where ✓ = g
a��

a such that a = a0 sin
⇣
!t� ~k · ~x

⌘
is

a coherent classical axion field with mass !2 � k2 =
m2, that couples to photons with coupling constant
g
a��

. This interaction Lagrangian results in a mod-
ification to Maxwell’s equations such that they take
on the following form:

r · E =⇢�r✓ · B
r⇥ E =� Ḃ
r · B =0

r⇥ B =Ė + J + ✓̇B +r✓ ⇥ E

Let use consider only the effective current density
source term ✓̇B as a perturbation to regular axion
electrodynamics. The other terms require spatial
gradients which are smaller than the time deriva-
tives by the velocity of cosmic axions, v/c ⇠ 10�7.
Let use also solve these equations in perturbation
theory proportional the axion field,

B =B0 + B1 + . . .

E =E0 + E1 + . . .

a =a0 + a1 + . . .

where B
i

denotes the magnetic field that is propor-
tional to (g

a��

a0)
i, and we assume that B0 and E0 are

stationary. In this case, Maxwell’s equations reduce
the coupled differential equations

r⇥ E1 =� Ḃ1

r⇥ B1 =Ė1 + ✓̇B0

which can be decoupled to the form:

r2E1 � Ë1 =✓̈B0

r2B1 � B̈1 =� ✓̇ (r⇥ B0)

If we extract a common time variation,

E1 (x, t) =E1 (x) sin (mt)

B1 (x, t) =B1 (x) cos (mt)

Then we obtain:

r2E1 +m2E1 =�m2✓0B0

r2B1 +m2B1 =�m✓0 (r⇥ B0) = �m✓0J

Now, we may use these differential equations to
estimate the size of E1 and B1 given the internal
magnetic field in the molecule. Lets consider the
magnetic field generated by the d-like orbital valence
electron in the H state of ThO. This electron has two
units of angular momentum about the internuclear
axis, ⇤ = 2,

B0 ⇠µ0
µ
B

⇡r3
B

ẑ ⇠ [25T] ẑ.

J ⇠2µ
B

r4
B

�̂ ⇠

2⇥ 1018

A

m2

�
�̂

We assume a cylindrical solution:

sin
⇣
n⇡

z

r

⌘ cos
eim�

Interactions

L
agg

=g
agg

a Gµ⌫, aG̃ a

µ⌫

L
a��

=g
a��

a E · B
L0
aee

=g0
agg

a ēm
e

�5e

L1
aee

=g1
aee

(@
µ

a) ē�5�µe

L
bee

=b
µ

ē�5�µe
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E1 ⇠(mr
b

)2✓0B0

B1 ⇠(mr
b

)✓0(⇢̂⇥ B0)

B1 ⇠v

c
(mr

b

) ✓0r⇥ (~v ⇥ E)

what are the effects of these fields? E1 is along the
internuclear axis and so can contribute to diagonal
matrix elements, but B1 is off diagonal, so can serve
to couple differing in ⌦ by 1. This might manifest
itself as an oscillating transition dipole matrix ele-
ment. I might want to analyze that more carefully.

Hmm. This is a weird object, and I’m not sure
what to do with it.

r · E =⇢�r✓ · B
r⇥ E =� Ḃ
r · B =0

r⇥ B =Ė + J + ✓̇B +r✓ ⇥ E

r⇥ Ė1 =� B̈1

and

r2B1 � B̈1 =� ✓̇r⇥ B �r⇥ (r✓ ⇥ E)

r⇥ (r✓ ⇥ E) ⇡r✓⇢
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r✓ ⇥ (r⇥ E) =r (r✓ · E)� (r✓ ·r) E

✓ =g
a��

a0 cos(mt)

E1 (r) =m2g
a��
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ˆ
d3r0

e�im|r�r

0|

4⇡ |r � r0| B0 (r
0)

B1 (r) =mg
a��
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ˆ
d3r0

e�im|r�r

0|

4⇡ |r � r0|r⇥ B0 (r
0)
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E1 ∼(mrb)
2θ0B0

B1 ∼(mrb)θ0(ρ̂× B0)

B1 ∼v

c
(mrb) θ0∇× (v⃗ × E)

what are the effects of these fields? E1 is along the
internuclear axis and so can contribute to diagonal
matrix elements, but B1 is off diagonal, so can serve
to couple differing in Ω by 1. This might manifest
itself as an oscillating transition dipole matrix ele-
ment. I might want to analyze that more carefully.

Hmm. This is a weird object, and I’m not sure
what to do with it.

∇ · E =ρ−∇θ · B
∇× E =− Ḃ
∇ · B =0

∇× B =Ė + J + θ̇B +∇θ × E

∇× Ė1 =− B̈1

and

∇2B1 − B̈1 =− θ̇∇× B −∇× (∇θ × E)

∇× (∇θ × E) ≈∇θρ

and

∇θ × (∇× E) =∇ (∇θ · E)− (∇θ ·∇) E

θ =gaγγa0 cos(mt)

E1 (r) =m2gaγγa0 cos (mt)

ˆ
d3r′

e−im|r−r′|

4π |r − r′| B0 (r
′)

B1 (r) =mgaγγa0 sin (mt)

ˆ
d3r′

e−im|r−r′|

4π |r − r′|∇× B0 (r
′)

E =gaγγ

δgaγγ =
δE

a0gSµBEeff
≈

[
10−19GeV−1

]( δE

10−4 Hz

)( m

kHz

)

Th2+

(s) e−

(d) e−

O
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B0 ∼ẑ µ0
µB

2πr3B
∼ 10T

E1 ∼(mrB)
2(gaγγa0)B0 cos (mt)

B1 ∼(mrB)(gaγγa0)(ρ̂× B0) sin (mt)

µ =Iπr2B

3

E1 ∼(mrb)
2θ0B0

B1 ∼(mrb)θ0(ρ̂× B0)

B1 ∼v

c
(mrb) θ0∇× (v⃗ × E)

what are the effects of these fields? E1 is along the
internuclear axis and so can contribute to diagonal
matrix elements, but B1 is off diagonal, so can serve
to couple differing in Ω by 1. This might manifest
itself as an oscillating transition dipole matrix ele-
ment. I might want to analyze that more carefully.

Hmm. This is a weird object, and I’m not sure
what to do with it.

∇ · E =ρ−∇θ · B
∇× E =− Ḃ
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e

r2B
∼ 5 GV/cm

B0 ∼ẑ µ0
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∇ · B =0
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•	
  Axion	
  Induced	
  Magne4c	
  field	
  modula4on	
  is	
  perpendicular	
  to	
  axis,	
  changes	
  Ω	
  
	
  -­‐not	
  sure	
  how	
  to	
  measure	
  this	
  effect…	
  

•	
  Axion	
  Induced	
  Electric	
  field	
  modula4on	
  changes	
  the	
  molecular	
  electric	
  dipole	
  moment	
  
	
  -­‐shows	
  up	
  as	
  an	
  oscilla4ng	
  ThO	
  EDM…	
  

looking	
  for	
  axion-­‐photon	
  interac4on	
  within	
  the	
  molecular	
  frame	
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If I know that 1/m is much larger than my system,
and I only want to know the value of the field in the
center, then I can just calculate:

⇠r

2
B

So then we have:

a0 + ga��E · B r

2
B

Then, if that correction is big enough, then we will
get a g

2
a�� effect. But that might be too much to ask

for.

a0 ⇠ [.5 GeV]

✓
1 kHz

ma

◆

ga��E · Br2B ⇠
⇥
10�25GeV

⇤✓
ga��

10�10GeV�1

◆

back lash, 10�25.

How about in an apparatus that can apply an os-
cillating electric field of 1 kV/cm over a few centime-
ters in the presence of a large magnetic field of 10 T.

In this case,

ga��E · Br2 ⇠
⇥
10�12 � 10�15GeV

⇤✓
ga��

10�10GeV�1

◆

So here, we win by 10 orders of magnitude, but not
25.

Ok, so there is not much possibility for this in the
static regime.

(mr)
2
ga��

�ga�� ⇠ �E

(mrB)2a0DHB0
⇠

⇥
5 · 109GeV�1

⇤✓
�E

10�4Hz
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m

◆
25	
  orders	
  of	
  magnitude	
  away	
  
from	
  QCD	
  axion!	
  



Axion Electrodynamics Within ACME 
Experiment 

use	
  the	
  molecules	
  to	
  detect	
  axion-­‐photon	
  coupling	
  within	
  the	
  experiment	
  

•	
  If	
  we	
  had	
  a	
  10	
  tesla	
  magnet	
  in	
  the	
  experiment,	
  then	
  the	
  effect	
  is	
  much	
  
larger	
  because	
  the	
  spa4al	
  extent	
  of	
  the	
  field	
  is	
  much	
  larger,	
  and	
  we	
  can	
  use	
  
as	
  electric	
  field	
  sensors:	
  

•	
  Now,	
  only	
  5	
  orders	
  of	
  magnitude	
  away	
  from	
  the	
  QCD	
  axion,	
  but	
  this	
  is	
  a	
  
completely	
  different	
  experiment,	
  would	
  explore	
  some	
  new	
  parameter	
  
space,	
  but	
  not	
  much.	
  	
  

•This	
  is	
  preIy	
  much	
  a	
  standard	
  axion	
  
search	
  method,	
  but	
  here	
  the	
  molecules	
  	
  
are	
  the	
  field	
  detectors	
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In terms of the electric and magnetic fields E and B, Eq. (24) rewrites as

∇ ⋅ (E − cκθB) = ρe/ϵ0,
∇× (cB + κθE) = ∂t (E − cκθB) /c + cµ0 Je,

∇ ⋅ (cB + κθE) = cµ0 ρm,

∇× (E − cκθB) = −∂t (cB + κθE) /c − µ0 Jm,

◻ θ = − κ
µ0 c

E ⋅B −
∂U(θ)
∂θ

.

(25)

Rotating the fields and sources by an angle ξ̄, so that ρm and Jm vanishes, we finally
obtain Maxwell’s equations in the presence of an axion-like field

∇ ⋅ (E − cκθB) = ρe/ϵ0,
∇× (cB + κθE) = ∂t (E − cκθB) /c + cµ0 Je,

∇ ⋅ (cB + κθE) = 0,
∇× (E − cκθB) + ∂t (cB + κθE) /c = 0,
◻ θ = − κ

µ0 c
E ⋅B −

∂U(θ)
∂θ

.

(26)

This set of equations for the axion electrodynamics was first derived in Refs. 13 14

using a four-vector Lagrangian. Instead, here we have avoided complications due to
a vector Lagrangian, and we have derived this set of equations by using the gauge
symmetry in Eq. (1).

3.2. Propagation of waves in the axion electrodynamics

From here to the end of the paper, we switch to natural units. In order to consider
the propagation of axion-electromagnetic waves in free space, we fix the external
sources ρe = Je = 0. Assuming an axion potential of the form

U(θ) = 1

2
m2 θ2, (27)

with m the axion mass, the set of wave Eq. (26) in free space reads

∇ ⋅ (E − κθB) = 0,
∇ ⋅ (B + κθE) = 0,
∇× (E − κθB) + ∂t (B + κθE) = 0,
∇× (B + κθE) − ∂t (E − κθB) = 0,
(◻ +m2) θ = −κE ⋅B.

(28)

Taking the curl of the third and fourth lines in Eq. (28) and rearranging, we obtain

∇ ⋅ (E − κθB) = 0,
∇ ⋅ (B + κθE) = 0,
◻ (E − κθB) = 0,
◻ (B + κθE) = 0,
(◻ +m2)θ = −κE ⋅B.

(29)

Setting

Ê = E − κθB,

B̂ = B + κθE,
satisfying

◻ Ê = 0,
◻B̂ = 0, (30)

•	
  Maxwells	
  equa4ons	
  take	
  on	
  a	
  more	
  symmetric	
  form	
  
•	
  EM	
  fields	
  can	
  be	
  generated	
  without	
  deriva4ve	
  of	
  axion	
  field	
  
•	
  Axion	
  field	
  causes	
  electric	
  charge	
  to	
  take	
  on	
  oscilla4ng	
  magne4c	
  
monopole-­‐like	
  character	
  

•	
  In	
  this	
  exo4c	
  model,	
  an	
  AC	
  ACME	
  experiment	
  is	
  sensi4ve	
  to	
  the	
  QCD	
  axion	
  
(oscilla4ng	
  H	
  state	
  EDM	
  caused	
  by	
  effec4ve	
  electric	
  field	
  
genera4ng	
  an	
  oscilla4ng	
  internal	
  magne4c	
  field,	
  causing	
  spin	
  precession)	
  

•	
  Lots	
  of	
  people	
  think	
  magne4c	
  monopoles	
  exist,	
  but	
  beIer	
  not	
  to	
  assume	
  out-­‐right	
  

Visinelli	
  2013	
  arXiv:1401.0709v1	
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what are the effects of these fields? E1 is along the
internuclear axis and so can contribute to diagonal
matrix elements, but B1 is off diagonal, so can serve
to couple differing in ⌦ by 1. This might manifest
itself as an oscillating transition dipole matrix ele-
ment. I might want to analyze that more carefully.

Hmm. This is a weird object, and I’m not sure
what to do with it.
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Axion-Electron Coupling 

1

Lagg =gagga Gµ⌫, aG̃ a
µ⌫

La�� =ga��a E · B
L0
aee =g0agga ēme�

5e

L1
aee =g1aee(@µa) ē�

5�µe

1

Lagg =gagga Gµ⌫, aG̃ a
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La�� =ga��a E · B
L0
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5e

L1
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This is just the size of matrix element between the
two eigenstates of the system.

If I am going to rely on interference with the ap-
plied electric field, then I need to make sure that
E-field matrix element is nonzero between the states.

.
where the fields are oscillating (either one or both),

so V = V0 + V1 cos (!t) in which case (since this
perturbation might be weak?

What if I just assume that both are oscillating,
and then I treat it in the rotating frame? Then there
is not stark interference. It seems that stark inter-
ference relies on the real and complex parts having
different oscillation frequencies.

So then we have:
✓

1 p� iq
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◆

and then after dressing with a static electric field, we
have:
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and then we add an oscillatory field,
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and we move to the rotating frame,
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Ok, this isn’t going anywhere.
Let me now consider time dependent perturbation

theory:
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or:So the zeroth order thing that happens is:
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I am confused again. So the perturbation should be
though of as:

The EDM is:

da =� 2ga0m
2
a



�D2

�2 �m2
a + [1/⌧2]

�

sin (mt)

so then maybe:
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axion	
  wind	
  effect	
  	
  
(oscilla4ng	
  spin	
  
precession	
  around	
  the	
  
cosmic	
  axion	
  momentum	
  
direc4on)	
  

atomic	
  parity	
  viola1on	
  
(from	
  axion	
  4me	
  
deriva4ve	
  coupling)	
  

both	
  of	
  these	
  couplings	
  have	
  
roughly	
  the	
  same	
  effect	
  

“PV	
  Induced	
  EDM”	
  
•	
  Oscilla4ng	
  parity	
  viola4ng	
  term	
  
mixes	
  opposite	
  parity	
  states.	
  
•	
  Apply	
  small	
  stark	
  mixing	
  to	
  result	
  
in	
  energy	
  shir	
  linear	
  in	
  electric	
  field	
  
•	
  Axion	
  frequency	
  assumed	
  to	
  be	
  
close	
  to	
  omega	
  doublet	
  spligng,	
  
modulate	
  electric	
  field	
  magnitude	
  
in	
  par4al	
  polariza4on	
  regime.	
  
•	
  Rela4vis4c	
  calcula4ons	
  are	
  
probably	
  required	
  to	
  es4mate	
  
sensi4vity	
  to	
  this	
  effect	
  

Axion	
  Wind	
  Spin	
  Precession	
  
perform	
  an	
  AC	
  spin	
  precession	
  
measurement	
  	
  

(modulate	
  electric	
  field	
  to	
  drive	
  
electrons	
  into	
  and	
  out	
  of	
  
polariza4on	
  along	
  the	
  electric	
  field	
  
axis)	
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| i = |+i+ ga0 (E� � E+)D

(E� � E+)
2
+m2

a

[ma sin (mt) + i (E� � E+) cos (mt)] |�i

and then we calculate the stark shift term from this:

h |r · E| i = ga0 (E� � E+)D

(E� � E+)
2 �m2

a

ma sin (mt) M D · E

which results in:which

m2ga0 (�D/c) (D · E)
�2 �m2

a + ~/⌧2 ⇠ga0 (m⌧)
2
(�D/c) (D · E) ⇠ [.1 Hz] ga0 ⇠

⇠ [50 Hz] ga0 ⇠ []

which more caregully is:

ga0 (E� � E+)D

(E� � E+)
2
+m2

a

[ma sin (mt) + i (E� � E+) cos (mt)]

ga0m (E� � E+)D

(E� � E+)
2
+m2

a

HA =a0g ma� hA |r · �|Bi

agm
p · �
m

⇠agm i�r · � ⇠ ag m ⇠ ag m
⇥

2⇥ 10�13
⇤

For small, �, relativistic corrections might be re-
quired.

So that seems reasonable

(m⌧)
2
(ga0) (�D/c) (D · E) = E

so then we have:

�g ⇠ �E m

(m⌧)
2 p

2⇢DM (�D/c) (D · E)

⇠
⇥

5⇥ 10�3GeV�1
⇤

✓

�E

10�4 Hz

◆✓

1 MHz

�

◆3

pa =gaeeama
v

c
· �

=gaee
p

2⇢DM
v

c
· �

H =

E =M (D · E) (ga0)
✓

�D

c

◆

"

m2
a

(�2 �m2
a) + (�/2)

2

#

sin (mt)

E = M ma (ga0)

✓

~v · ẑ
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Axion-Electron Coupling 

This perturbation also oscillates at a frequency equal to the
ALP mass ma! kilohertz–gigahertz, with an expected
bandwidth !10"6ma.

We have not been able to invent techniques that could
probe this unconstrained parameter space of ALP dark
matter. We show constraints on this coupling in Fig. 5.
The solid purple line in the figure shows the largest value
that gaee could take for the QCD axion. Since gaee is model
dependent, it could in principle be tuned to zero, though it
is generally expected to be close to the purple line. As in
Figs. 2 and 4 the darker purple portion shows the part of
QCD axion parameter space where the axion may be all of
the dark matter and has fa <Mpl. In this figure this region
is bounded by the solid dark purple on top and the dashed
lines on the sides. For a general ALP, there is no such
expectation and the coupling could lie anywhere on the
unconstrained portion of Fig. 5. Experimental techniques
to probe time-varying electron axial moments could thus
probe an unexplored range of ALP dark matter.

VII. CONCLUSIONS

All previous axion detection experiments have been
based on the axion-photon coupling in Eq. (3). We have
considered several new operators for axion and ALP
detection in Eqs. (4), (12), and (18) in Secs. IV, V, and
VI. For the QCD axion the EDM operator arises from
the axion-gluon coupling / a

fa
G ~G. We mapped out the

parameter spaces for these operators including finding
the current constraints in Figs. 2, 4, and 5. These operators
suggest new ways to search for axion and ALP dark matter.

For the EDM coupling we previously proposed an experi-
ment using cold molecules [39]. These operators suggest
promising detection strategies using spin precession,
NMR-based, techniques which we discuss in detail in [43].
For the QCD axion, high-scale decay constants fa, or

masses below !!eV, make up a well-motivated part of
parameter space but are very challenging to detect with
current experiments. Use of these new operators may allow
detection of QCD axion dark matter over a wider range of
its parameter space, especially for fa near the fundamental
GUT or Planck scales. In particular the EDM operator
Eq. (4) may be the most promising. Because it is a non-
derivative operator, it avoids the axion wavelength sup-
pressions that plague the use of any other axion coupling
for detecting low mass axions.
We have argued that it is useful to think of ALP dark

matter produced through the misalignment mechanism as a
classical field with an oscillating vacuum expectation value
(VEV). The interaction of a single axion or ALP particle
with a detector may be tooweak to observe. But thinking of
the ALP as a background field motivates searching for the
coherent effects of the interaction of the entire classical
scalar field with the detector. For example, as we have
shown, the ALP field may cause an oscillating nucleon
EDM proportional to the classical VEV of the field, a
collective effect of all the ALP ‘‘particles’’ comprising
the field. Or the ALP field may induce axial moments for
nucleons or electrons, causing their spins to precess around
the gradient of the field.
The continuous, coherent nature of these effects also

enable secondary tests that can confirm the ALP dark

ALP DM
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FIG. 5 (color online). ALP parameter space in pseudoscalar coupling of axion to electrons Eq. (18) versus mass of ALP. The upper
(green) region is excluded by white dwarf cooling rates from [46]. The top (blue) region is excluded by searches for new spin-
dependent forces between electrons [70,71]. The region below the solid diagonal (purple) line shows the possible parameter space for a
QCD axion, with the region bounded by darker (purple) solid and dashed lines being the region where the QCD axion could be all of
dark matter and have fa <Mpl. The frequency range of the QCD axion covered by ADMX is identical to the range plotted in Fig. 4.

NEW OBSERVABLES FOR DIRECT DETECTION OF AXION . . . PHYSICAL REVIEW D 88, 035023 (2013)

035023-11

axion	
  wind	
  measurement	
  in	
  ThO	
  

Not	
  very	
  sensi1ve	
  to	
  axion-­‐like	
  par1cles	
  

axion	
  PV	
  measurement	
  in	
  ThO?	
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most	
  promising:	
  
•	
  229ThO	
  AC	
  MQM	
  Experiment	
  
•	
  AC	
  Stark	
  Shir	
  Modula4on	
  in	
  Large	
  Magne4c	
  Field	
  

Both	
  require	
  significant	
  changes	
  to	
  
exis1ng	
  experiment	
  

Probably	
  wouldn’t	
  probe	
  any	
  interes4ng	
  parameter	
  space	
  with	
  an	
  “AC	
  Electron	
  
EDM”	
  search	
  in	
  ThO	
  with	
  exis4ng	
  apparatus	
  



•	
  ‘Born	
  doubted	
  that	
  the	
  deflec4on	
  experiment	
  would	
  prove	
  
worthwhile.	
  Gerlach’s	
  response	
  was	
  to	
  quote	
  a	
  favorite	
  saying	
  “No	
  
experiment	
  is	
  so	
  dumb,	
  that	
  it	
  should	
  not	
  be	
  tried”	
  ‘	
  

In	
  favor	
  of	
  performing	
  an	
  AC	
  ACME	
  Experiment:	
  

•	
  We	
  don’t	
  have	
  much	
  of	
  an	
  idea	
  of	
  what	
  dark	
  maIer	
  might	
  be	
  yet	
  –	
  if	
  
this	
  observable	
  might	
  be	
  related	
  to	
  dark	
  maIer,	
  and	
  if	
  it	
  is	
  easy	
  to	
  
check,	
  then	
  it	
  might	
  we	
  might	
  as	
  well.	
  

•	
  Theories	
  don’t	
  predict	
  that	
  we	
  would	
  see	
  anything.	
  But	
  theories	
  might	
  
change	
  –	
  in	
  the	
  future	
  we	
  might	
  regret	
  not	
  having	
  performed	
  this	
  
measurement.	
  



Lorentz Violating Observables 
(Standard Model Extension) 

Photon Sector 

Fermion Sector 

“EDM Sector” 
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  are	
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P,T	
  viola1ng,	
  might	
  
show	
  up	
  in	
  EDM	
  signal	
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  lagrangian	
  

non-­‐rela1vis1c	
  hamiltonian	
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  hamiltonian	
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  field”	
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Table S3. Maximal sensitivities for the photon sector

d = 3 Coefficient Sensitivity

k(3)(V )00 10−43 GeV

k(3)(V )10 10−42 GeV

Re k(3)(V )11 10−42 GeV

Im k(3)(V )11 10−42 GeV

d = 4 Coefficient Sensitivity Coefficient Sensitivity

(κ̃e+)XY 10−32 (κ̃e−)XY 10−17

(κ̃e+)XZ 10−32 (κ̃e−)XZ 10−17

(κ̃e+)Y Z 10−32 (κ̃e−)Y Z 10−17

(κ̃e+)XX − (κ̃e+)Y Y 10−32 (κ̃e−)XX − (κ̃e−)Y Y 10−17

(κ̃e+)ZZ 10−32 (κ̃e−)ZZ 10−16

(κ̃o−)XY 10−32 (κ̃o+)XY 10−13

(κ̃o−)XZ 10−32 (κ̃o+)XZ 10−14

(κ̃o−)Y Z 10−32 (κ̃o+)Y Z 10−14

(κ̃o−)XX − (κ̃o−)Y Y 10−32

(κ̃o−)ZZ 10−32 κ̃tr 10−14

Isotropic Coefficient Sensitivity

k(3)(V )00 10−43 GeV

c(4)(I)00 =
√
4πκ̃tr 10−14

k(5)(V )00 10−34 GeV−1

c(6)(I)00 10−21 GeV−2

k(7)(V )00 10−27 GeV−3

c(8)(I)00 10−24 GeV−4

k(9)(V )00 10−21 GeV−5

From	
  Kostelecky’s	
  amazing	
  list	
  of	
  limits	
  
on	
  Lorentz	
  Invariance	
  Viola1on!	
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