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Abstract

Potential wide-ranging scientific applications, spanning fundamental physics to quantum engineering, has led to significant efforts in controlling molecules at the quantum level. The rich internal structure of molecules, that gives rise to these desirable properties also complicates the task of controlling such species. Over the past decade, our ability to produce, control, and detect molecules has advanced tremendously with direct laser-cooling and magneto-optical trapping of diatomic molecules realized by several groups around the world.

In this thesis, we describe the creation of the first RF MOT of CaF, which at the time of the writing of this thesis, remains the largest and densest molecular MOT. New laser cooling techniques for molecules are demonstrated, allowing laser cooling of molecules to $4 \mu K$, 50 times colder than the Doppler limit. Optical trapping of these molecules is also achieved, which, in combination with intra-trap laser cooling increased the density of trapped molecules by five orders of magnitude compared to the density in the MOT. We developed methods to cool and detect single molecules with high fidelity, which aided us in the creation of an optical tweezer array of single, ultracold CaF molecules. The densities of molecules ($10^{12} \, \text{cm}^{-3}$) attained inside the tweezer traps also enabled us to observe both light-assisted and ground state collisions of laser cooled molecules, for the first time. The phase space density within the merged tweezers reached $5 \times 10^{-4}$, 10 orders of magnitude larger than the initial MOT. We implemented internal quantum state control of the molecules and dynamical control of the tweezers to build a platform for exploring state-selective ultracold quantum chemistry.
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Laser cooling of atoms \[1\] has led to a huge breadth of research and technological applications. As the temperatures of atoms decreased, not only did the precision of spectroscopy increase, but so did the range of applications. From ultra-precise atomic clocks \[2\] to quantum simulations of condensed matter systems \[3\], cold atoms have been indispensable. Atoms are relatively simple to cool and manipulate, and weak long-range interactions make them ideal for metrology applications. Molecules, by contrast, have new complexities for cooling and manipulation, with interesting internal structure, strong long-range interactions, and controllable states not found in atoms. This
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1.1 Why Cold Molecules

Moving from atoms to molecules adds increased complexity, which, while complicating the control of internal and external quantum states, allows them to be used for far reaching applications \[4–8\] and presents new fundamental scientific questions. From quantum simulation \[9–11\] and computation \[12–17\], to ultracold chemistry \[18, 19\], and precision measurements \[5, 20\], the field of ultracold molecules is rapidly expanding. These applications arise from the rich internal structure of molecules, most obviously rotational and vibrational modes, and tunable long-range and anisotropic dipolar interactions. But there are others, including bending modes and closely spaced opposite parity levels arising from orbital angular momentum along the internuclear axis. However, controlling molecules remains an experimental challenge despite major recent progress in cooling and trapping.
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1.1.1 Cold and Ultracold Collisions and Chemistry

What happens when two molecules collide\[21\], both generically and in specific systems, amazingly remains only poorly answered\[19\]. For example, various theories indicate the presence of long-lived complexes, so called “sticky collisions”\[22\], but how this happens, how generic it is, and how it can be controlled, is still frontier work. To make progress one would like to cool molecules down to a single quantum state, so that one can control the inputs to a collisional system in order to gain a better understating of the fundamental processes occurring, e.g. clustering, chemical reactions, resonant states, etc. At ultracold temperatures, quantum effects in ultracold chemistry can also be explored with exquisite control. An interesting goal is to control chemical reactions, with single quantum state preparation and detection of the input and output product states\[19\]. By controlling the external fields applied on molecules\[23\], one can try to enhance or suppress various reactions\[24\]. In doing so, one might modify the collisional proprieties of molecule-molecule\[25, 26\] and atom molecules collisions. Such studies are not only important for their fundamental interest, they also are key to mastering sympathetic\[27\] and evaporative cooling, which are routinely used to produce degenerate gases of atoms. The study of these molecular interactions will hopefully lead to a better understanding of not just the fundamental physics occurring but also shed light on the cold and ultracold chemistry occurring within interstellar space.

1.1.2 Quantum Simulation and Quantum Information

Due to their long range and tunable interactions, ultracold polar molecules have been proposed to simulate a whole host of Hamiltonians\[4, 28, 29\]. \(^3\Sigma\) molecules, such as CaF, with an unpaired electron spin are predicted to allow for the realization of lattice spin models\[9\], quantum magnetism\[32\], dipolar crystals, phase transitions\[10, 11, 31–34\], and the onset of topologically ordered states\[35–37\]. The long lifetimes of molecules also allow them to be used a qubits with
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long coherence times, orders of magnitude longer than the best solid state systems. Their internal structure are ideal for encoding of quantum bits to these states. One of the long standing goals in quantum information engineering is realizing universal fault tolerant computing. This requires developing a platform where the gate fidelities are sufficiently high. Theoretical work has shown the molecules may be a candidate for such qubits [12–16, 38, 39], with gate error rates as low as \(10^{-5}\), which is below the threshold for error correction [40]. Molecules have long coherence times and strong coupling allowing for a large number of potential gate operations. Realizing either quantum simulation or computation requires a clean, scalable platform whereby one can trap, manipulate, and image the molecules. Arrays of optical tweezers, which bypass the high phase space necessity of typical optical lattices, are a promising platform [41–43].

1.1.3 Precision Measurements

Molecules are useful in precision measurements due to the presence of several kinds of nearly degenerate states, which lead to enhanced sensitivities to perturbations [44, 43]. They have been used to search for the electron dipole moments [46–49], which set limits on the Standard Model beyond the energy reach as the LHC [50] for generic CP violating new physics. Polyatomic molecules have recently been proposed to extend these searches to even higher energies near the PeV range [51]. It should be noted that a class of polyatomic molecules can be cooled and controlled with the techniques discussed in this thesis. Molecules can also be used to search for time variation of fundamental constants [52] and the proton-to-electron mass ratio [53, 54]. Remarkably, no precision measurement done with molecules to date has utilized laser cooling, yet they already set many of the most precise limits. If laser cooling can be implemented into precision experiments, huge gains in sensitivities are possible [51, 55].
1.2 Production of Ultracold Molecules

Unfortunately, the qualitatively different level of complexity of molecules comes at a cost to the experimentalist. Even the first, most prosaic step, the producing of gases of molecules is challenging. Atoms may be produced in a single quantum state by simply heating up a sample, but the same is not the case for molecules. At high temperatures, the thermal distribution places molecules in thousands of rotational and vibration states. The challenge is thus to produce high fluxes of molecules (typical reactive radicals) in a single quantum state. There are many approaches to this problem, which can be split into two categories; direct cooling, where one starts with molecules at high temperature and cools them down to ultracold temperatures, and indirect, where molecules are assembled from ultracold atoms. The end goal is to produce samples with high phase space density, defined as \[ \Omega = n \left( \frac{\hbar}{\sqrt{2\pi \hbar k_b T}} \right)^3 \] where Bose-Einstein condensation occurs at \( \Omega = 2.612 \).
1.2.1 Indirect Cooling Methods

Indirect cooling refers the process of cooling two atomic species down, and then assembling them into a molecule. This method allows one to create molecules that may not be amenable to laser cooling, at the cost of requiring the products be laser coolable. There are two general methods of assembling such molecules, photo-association and magneto-association via Feshbach resonances.

Feshbach Resonance

The pioneering work of the JILA KRb experiment[56] was the first experiment to produce ground state molecules. By tuning a magnetic field to a Feshbach resonance, one can create a weakly bound molecular state, called a Feshbach molecule. These very weakly bound molecules can then be transferred to the ground state with stimulated adiabatic passage, or STIRAP. The first generation KRb experiment was able to produce molecules at 350 nK with a density of $10^{12}$ cm$^{-3}$ in this fashion[56], and recent results indicate quantum degeneracy[57]. Many experiments around the world now create molecules in this way, with ground state NaK[58], RbCs[59], NaRb[60], and LiNa[61] having been successfully produced in deeply bound molecular states. While this technique has had great success, production is limited to molecules from species that have each been laser cooled to near degeneracy. This method also requires Feshbach resonances that are experimentally accessible.

Photo-association

Molecules can also be produced via photo-association[62] of atoms relying on light to excite two atoms to a molecular bound state. This excited molecular state can then decay into either a bound molecular state, or back into the constituent atoms. Typically, the excited molecular state can decay into a whole host of rovibrational states, limiting the efficiency of this process. Like producing Feshbach molecules, this requires the two constituent atoms to be laser cooled first.
1.2.2 Direct Cooling Methods

Direct cooling of molecules involves first producing the species of interest at an elevated temperature, and then cooling it down towards the ultracold regime. One of the key advantages of this approach is that the molecules can be cooled even after they are produced, which is a critical feature, as most technical noise found in experiments lead to heating.

Buffer Gas Cooling

Buffer gas cooling is a versatile cooling method which relies on elastic collisions with a cryogenic noble gas, such as He or Ne. The cryogenic gas cools both the external and internal degrees of freedom of the molecule, and works on an immense variety of molecules, even very large ones. The target species can be loaded into a buffer gas cell through a variety of methods ranging from laser ablation to oven sources. Cryogenic molecular beams can be created with the use of a cryogenic buffer gas beam source, where a hole inside of a cryogenic cell allows the cooled species of interest be extracted, typically hydrodynamically. This cooling method, in combination with laser ablation, can produces slow bright molecular beams with fluxes over $10^{12}/Sr/pulse$ in a single quantum state. While this method is typically limited to about one Kelvin, it provides an excellent starting point for further cooling and deceleration methods.

Stark and Zeeman Deceleration

Stark deceleration is based on the principle that the energy levels of a polar molecule in an electric field will be shifted into both high-field and low-field seeking states due to it’s electric dipole moment. With the proper application of large electric fields as a function of time, a moving molecule can be made to always see a potential hill it must climb. As a result, the molecule will lose energy as it climbs this potential and be decelerated. The same technique can be done by applying
a magnetic field and relying on the magnetic moment of a molecules to shift the energy levels in a large magnetic field \[67\]. A variant of this type of cooling is Zeeman-Sisyphus cooling \[68\] (similar to “optical loading” \[69\]), which relies on a static magnetic field and the right optical pumping to keep the molecules always climbing up a potential hill.

**Mechanical Deceleration**

Molecules can also be slowed by simply relying on mechanical forces. Using a centrifuge, molecules injected into this decelerator must lose energy proportionally to the centrifugal energy experienced at the edge of the decelerator \[70, 71\]. Molecules are electrostatically guided against this potential and lose an amount of energy proportional to the rotational speed. While an engineering challenge, this type of deceleration works for any molecule that can be electrostatically guided.

**Other Methods**

There are other cooling methods that exist for molecules \[72, 73\]. Optoelectrical cooling \[74\] operates via a Sisyphus like cooling effect within an electrostatic trap when pumped from a state with a large stark shift in a low field region and pumped back to a state with a small stark shift in a high field region. As the molecules traverse from the low field to the high field region, they lose kinetic energy and are cooled. Other various methods have also been demonstrated or proposed, such as crossed beam cooling \[75\], and sympathetic cooling with a laser cooled species \[76\].

**Laser Cooling**

Since its conception in 1975 \[77, 78\], and experimental demonstration in 1978 \[79, 80\], laser cooling and trapping of atoms as become a vital part of modern AMO experiments \[1\]. This idea of using the momentum of photons in laser light to apply forces on atoms has allow atoms to be cooled down all the way to a Bose–Einstein condensate \[81–83\]. With the huge success of laser cooling atoms,
we can apply the same techniques to molecules. Of course, the added complication of additional vibrational and rotational states may seem to be an issue at first glance, but with the correct selection of electronic transitions and right class of molecule, laser cooling becomes not only possible, but immensely successful.

In the seminal paper by Di Rosa in 2004[84], a class of molecules was proposed to be laser coolable due to their electronic structure. These molecules have highly diagonal Frank-Condon factors (decays remain in the initial vibrational state), strong transitions, and no intermediate states below the target excited state, making laser cooling possible. It was further shown that selecting the correct rotational states such that cycling occurs between the N=1 ground state and N=0 excited state, would alleviated the need of rotational repumping due to parity and angular momentum selection rules of $\Delta N = 0, +1$[85].

Experimental progress followed shortly after. The DeMille group demonstrate the first optical deflection and laser cooling of a SrF beam [86]. 1D and 2D magneto-optical compression were demonstrated in YO [87] and later CaF (Chapter 4 of this thesis) [88]. Laser slowing has been demonstrated for SrF [89], CaF (Chapter 3 of this thesis)[90, 91], and YO. Laser cooling has even been extended to polyatomic species, with SrOH being laser cooled to sub-Doppler temperatures in one dimension [92]. Magneto-optical trapping of molecules was first demonstrated with SrF at Yale [93–96], and then with CaF both at Imperial and here at Harvard (Chapter 5 of this thesis) [97–99], as well as recently with YO at JILA [100]. Just like in atomic experiments, a MOT represents a good starting point for further experiments as it provides as source of a large number of cold, high density molecules.

1.2.3 Conservative Traps

For many applications of ultracold atoms and molecules, trapping in a conservative trap is necessary. It provides long lifetimes and can to some extent preserve internal state properties. A MOT, on
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the contrary, relies on constant photon scattering for molecules to remain confined, limiting the achievable density due to light assisted collisions and the molecular temperature due to the recoil of photons.

Conservative traps in ultracold atom experiments are typically formed from either magnetic or optical fields. Magnetic traps rely on producing a magnetic field minimum and placing particles in low field seeking states. The significant advantages of magnetic traps are large volumes and high trap depths, which open up the possibility of further evaporation or sympathetic cooling. The disadvantage is that DC magnetic traps require trapping of higher energy magnetic states that are unstable to collisions. Magnetic trapping of molecules was first demonstrated with CaH in 1998[101], and recently with laser cooled SrF and CaF[102, 103].

Optical traps rely on the AC Stark shift caused by far detuned light. The light is red detuned such that the ground state energy of the target particles is shifted downwards causing an intensity maxima corresponding to a potential minima. (Note: Optical traps may also operate blue detuned, such that the particle is attracted to an intensity minimum and confined with a doughnut shaped trap.) Despite the much smaller trap volumes and lower trap depths of optical traps, they can be used to trap molecules regardless of their internal state [104]. This can allow for laser cooling and trapping of the absolute ground state.

Microwave traps for molecules have also been proposed[105–107]. These traps can trap the strong field seeking absolute ground state of molecules.

1.3 Platforms for Quantum Simulation

Feynman first proposed the idea of quantum simulation [108] whereby one can study one complex quantum system with another well understood quantum system. Trapped ions [109–111], superconducting circuits [112], and neutral atoms [113–115] have all been used for quantum simulation.
Ultracold atoms and molecules have the unique ability to be exquisitely controlled at the quantum level. This makes them ideal candidates as a quantum system that can be used to simulate another more complicated system.

1.3.1 **Quantum Gas Microscopes**

A powerful experimental platform to employ atoms as quantum simulators[113, 114] is the quantum gas microscope[116]. In a quantum gas microscope, atoms are loaded into an optical lattice and imaged with single site resolution. This allows one to study the single particle dynamics in quantum many body systems which would otherwise be impossible in a solid-state system. By tuning the interactions of the particles, one can simulate a wide variety of Hamiltonians.

1.3.2 **Tweezer Arrays**

Unfortunately, quantum gas microscopes typically require deeply degenerate gasses to have sufficiently filled lattices. A powerful approach that bypasses this requirement are rearrangeable optical tweezer arrays [41, 42] which rely on light assisted collisions[117–121] to ensure single parti-
1.4 This Thesis

In this thesis, we will discuss the production, cooling, trapping and collisional studies with CaF. Chapter 2 will begin with an introduction to molecular theory, laser cooling of molecules, and specifically discuss the relevant properties of CaF. Chapter 3 will discuss production and buffer gas cooling of CaF in our cryogenic molecular source. Laser slowing of the molecular beam is discussed in Chapter 4. Chapter 5 discusses magneto-optical trapping of CaF. Chapter 6 will describe cooling CaF to sub-Doppler temperatures and optical trapping. Chapter 7 will cover the creation of an optical tweezer array, and Chapter 8 will discuss improvements and use this new platform to
study collisions. Finally, in Chapter 9 we will give an outlook of future experiments and discuss a next generation molecular tweezer apparatus.
A diatomic molecule is a molecule with one atom too many.

Arthur Shawlow

Laser Cooling Molecules: Theory

In order to laser cool molecules[84], we first need to understand the structure of molecules and the influence of external fields on them. Diatomic molecules have two additional degrees of freedom that atoms do not possess, vibration and rotation, which are responsible for a molecule’s more complex structure compared to atoms. The energy scales of these degrees of freedom are generally well separated, with electronic energy level spacings of 100’s of THz, vibration levels at the THz level, and rotational at the 10’s of GHz level. This separation in the scale of energy levels allows for
2.1 Molecular Structure of Diatomics

2.1.1 Born Oppenheimer Approximation

In order to characterize molecular wavefunctions, the Born Oppenheimer approximation is very often applicable. The motion of the nucleus and electrons are treated separately due to large mass difference between them - the nucleus is treated as fixed.

\[
|\psi_{\text{molecule}}\rangle = |\psi_{\text{electronic}}\rangle |\psi_{\text{nuclear}}\rangle
\]  

(2.1)
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The Hamiltonian for a diatomic molecule can be written in this approximation as a sum

\[ H \approx H_{\text{electronic}} + H_{\text{vibrational}} + H_{\text{rotational}} \] (2.2)

A more complete effective Hamiltonian can be found in [122], with the spin-orbit coupling, spin-spin coupling, spin-rotation coupling, centrifugal distortion, Λ doubling, magnetic hyperfine interactions, and other higher order perturbative effects.

2.1.2 Quantum Numbers

Molecules are described by various quantum numbers. Depending on the relative energy scales of interactions within a molecule, not all quantum numbers remain good quantum numbers. The following table lists the quantum numbers which are relevant in describing our system in this thesis.

<table>
<thead>
<tr>
<th>Quantum Numbers</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vibration</td>
<td>( v )</td>
</tr>
<tr>
<td>Electronic Orbital Angular Momentum</td>
<td>( L )</td>
</tr>
<tr>
<td>Rotational Angular Momentum of Nuclei</td>
<td>( R )</td>
</tr>
<tr>
<td>Electronic Spin</td>
<td>( S )</td>
</tr>
<tr>
<td>Nuclear Spin</td>
<td>( I )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hunds Case Specific Quantum Numbers</th>
<th>Hunds Case (a)</th>
<th>Hunds Case (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Angular Momentum</td>
<td>( J=L+S+R )</td>
<td>( J=N+S )</td>
</tr>
<tr>
<td>Total Angular Momentum Excluding Electron Spin</td>
<td>Not Valid</td>
<td>( N=L+R )</td>
</tr>
<tr>
<td>Total Angular Momentum With Nuclear Spin</td>
<td>( F=J+I )</td>
<td>( F=J+I )</td>
</tr>
<tr>
<td>Projection of ( L ) on internuclear axis</td>
<td>( \Lambda )</td>
<td>( \Lambda )</td>
</tr>
<tr>
<td>Projection of ( S ) on internuclear axis</td>
<td>( \Sigma )</td>
<td></td>
</tr>
<tr>
<td>Projection of ( J ) on internuclear axis</td>
<td>( \Omega )</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1.1: Quantum numbers for diatomic molecules
2.1.3 **Hund’s Cases**

There are various ways in which angular momentum can be coupled in a molecule, the limiting cases of which are called Hund’s cases [122]. Here we will only consider Hund’s case (a) and (b) (Figure 2.1.1), as all of the relevant levels that we use in CaF fall into one of these two cases. The determining factor that distinguishes these cases is the relative energy spacing of the electronic states, the spin-orbit coupling, and the rotational splitting. Table 2.1.2 shows an overview of which Hund’s case is relevant depending on these energies. Note that any molecular state labeled as a $\Sigma$, $\Pi$, $\Delta$, etc. is written assuming Hund’s case (a) or (b), as they are the only cases where $\Lambda$ is defined. Hund’s case (c) molecules have undefined naming due to bad quantum numbers.

![Figure 2.1.1: Hund’s cases (a) and (b).](image-url)
CHAPTER 2. LASER COOLING MOLECULES: THEORY

<table>
<thead>
<tr>
<th>Hund’s case</th>
<th>Electronic</th>
<th>Spin-Orbit</th>
<th>Rotational</th>
<th>Good Quantum Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Strong</td>
<td>Intermediate</td>
<td>Weak</td>
<td>$\Lambda, S, \Sigma, J, \Omega$</td>
</tr>
<tr>
<td>(b)</td>
<td>Strong</td>
<td>Weak</td>
<td>Intermediate</td>
<td>$\Lambda, N, S, J$</td>
</tr>
</tbody>
</table>

**Table 2.1.2:** Hund’s cases relevant to CaF

**Hund’s case (a)**

In Hund’s case (a) $L$ is strongly coupled to the internuclear axis. This is due to the electrostatic interactions of the chemical bond, the dominant energy scale, having axial symmetry and causing $L$ to precesses around it [123]. The projection of $L$ on the internuclear axis is called $\Lambda$. $S$ is strongly coupled to $L$ due to spin-orbit and its projection on the internuclear axis is called $\Sigma$. The sum of $\Lambda$ and $\Sigma$ is called $\Omega$. This case describes the CaF A and C states.

**Hund’s case (b)**

In case (b), $L$ is still strongly coupled to the internuclear axis with projection $\Lambda$. Due to the weak spin-orbit coupling, $L$ couples to $R$ rather than $S$ to form $N=L+R$. Physically, this coupling arises from the weak magnetic field generated by the rotation of the molecule [124]. $L$ and $N$ couple to form $J=L+N$. If a state has $\Lambda = 0$, then there is no spin-orbit interactions, and thus follows case (b). This case describes the CaF X and B states.

2.1.4 **Labeling of Molecular States**

The typical convention for labeling electronic states of diatomic molecules is for ground states to be labeled as X and the excited states be labeled alphabetically, A,B,C... However, this labeling was done when the states were first discovered, so states may be out of alphabetic order.

Following the labeling structure is the molecular term symbol:

$$2S+1\Lambda^+/^- \Omega_{u/g} \quad (2.3)$$
with $S$ displaying the total spin, $\Lambda$ the orbital angular momentum, $\Omega$ the total angular momentum, $u/g$ the parity, and $+/-$ the reflection symmetry through a plane along the nuclear axis.

The orbital angular momentum, $\Lambda$, has a basic equivalence to the atomic $J$ angular momentum naming convention. The $J=0,1,2,3...$ states are referred to as $S,P,D,F,$ etc. while $\Lambda = 0,1,2...$ are labeled as $\Sigma, \Pi, \Delta,$ etc. It should be noted that for the projection of $S$ on the molecular axis, labeled $\Sigma$, has no relation to the $\Sigma$ labeling the state of $\Lambda = 0$. This is unfortunately the standard naming convention guaranteed to cause confusion among scientists far into the future.

2.1.5 Vibrational Levels

The vibrational levels of a diatomic molecule can be approximated as a harmonic oscillator with the nuclei oscillating around its equilibrium separation. Unfortunately, from a technical standpoint, molecules are anharmonic oscillators with the vibrational energies described by

$$E_v = \omega_v(v + \frac{1}{2}) - \omega_v x_v(v + \frac{1}{2})^2 + \omega_v y_v(v + \frac{1}{2})^3 + ...$$

(2.4)

where $v$ is the vibrational quantum number, $\omega_v$ is the vibrational constant, and $x_v, y_v, ...$ are anharmonic constants.

2.1.6 Frank-Condon Factors

Frank-Condon factors are the vibrational wavefunction overlap (more specifically $|\langle \psi' | \psi \rangle|^2$) of two electronic states. This overlap determines the probability that a molecule will decay to a given vibrational state. (This is due to that fact that one can treat electronic transitions as essentially instantaneous compared to the motion of the nucleus.) For practical laser cooling, molecular levels with diagonal Frank-Condon factors are desirable since this limits the number of states that molecules can
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Figure 2.1.2: CaF vibrational wavefunctions. The Frank-Condon principle is well illustrated with CaF by comparing the (a) X-B and (b) X-C transition. The X and B states show good wavefunction (diagonal Frank-Condon factors), and poor overlap for the X and C State (low Frank-Condon factors).

decay into, and hence, experimentally, limits the number of repumping lasers. It is also important that there be no low lying metastable dark states that an excited molecule can decay to. By diagonal, we mean that the molecule will predominantly decay to one level, and the probabilities of decays to higher and higher vibrational levels falls off quickly. Molecules such as CaF are diagonal due to the electrons dominantly around the metal (Calcium) nucleus (Figure 2.3.1) and little effect of the Halogen (Fluorine) is felt. Another way to think about diagonal Franck Condon factors is that the exited electronic state has the same internuclear spacing as the ground sate. This can very clearly be seen in Figure 2.1.2 for CaF.

2.1.7 LIFETIME OF VIBRATIONAL STATES

Vibrational states are excited states and thus can decay, primarily via E1 transitions. The spontaneous emission rate is

\[ \Gamma_{\text{Spont}} = \frac{1}{3\pi\epsilon_0\hbar c^3} \left( \mu_0^2 \omega_0^3 \right) \]  

(2.5)
Table 2.1.3: Vibrational State lifetimes. These number use the derivative of the dipole moment value of from ref [125]. Ref [126] uses another number, rendering these numbers about 30% longer. For long coherence times in future experiments, cooling will be required.

<table>
<thead>
<tr>
<th>$v$</th>
<th>1/$\Gamma_{\text{Spont}}$ (sec)</th>
<th>1/$\Gamma_{\text{BBR} \ 300K}$ (sec)</th>
<th>1/$\Gamma_{\text{BBR} \ 77K}$ (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,0</td>
<td>0.22</td>
<td>3.4</td>
<td>1 1600</td>
</tr>
<tr>
<td>2,1</td>
<td>0.11</td>
<td>1.7</td>
<td>5 800</td>
</tr>
<tr>
<td>3,2</td>
<td>0.073</td>
<td>1.1</td>
<td>3 870</td>
</tr>
</tbody>
</table>

where the transition dipole moment, $\mu_v$, is from state $v+1$ to $v$ is

$$\mu_v = \sqrt{\frac{(v+1)\hbar}{2m_{\text{reduced}}} \left[ \frac{du}{dR} \right]_{R=R_e}}$$

(2.6)

The derivative of the dipole moment is used as there is no first order contribution of the dipole operator on the vibrational transition.

Blackbody radiation can also cause stimulated emission and absorption between states at a rate[125]

$$\Gamma_{\text{BBR}} = \frac{1}{3\pi \varepsilon_0 \hbar c^3} \left( \mu_v^2 \omega_v^3 \right) \frac{1}{e^{\hbar \omega_v/k_b T} - 1}$$

(2.7)

Table 2.1.3 shows the lifetimes of both the spontaneous and stimulated decays. Note that since these are E1 transitions, parity is flipped. Hence decay from $v=1$ to $v=0$ will end up in the opposite parity state of the ground state and thus be lost from the optical cycling.

2.1.8 Rotational Levels

Continuing with the simple picture of two masses, the rotational levels of diatomic molecules are to first order that of a rigid rotor. In reality, it is a vibrating rotor and higher order corrections are
needed due to centrifugal distortion. The rotational energy can be expressed

\[ E_{\text{rot}} = B_v R(R + 1) - D_v R^2(R + 1)^2 + H_v R^3(R + 1)^3 + \ldots \]  \hspace{1cm} (2.8)

where \( R \) is the rotational quantum number, and \( B_v, D_v, R_v \) all depend on the vibrational level \( v \).

\[ B_v = B_v - a_v \left( v + \frac{1}{2} \right) + c_v \left( v + \frac{1}{2} \right)^2 \ldots \]  \hspace{1cm} (2.9)

This dependence on the vibrational level can intuitively be understood due to a changing moment of inertia as a molecule vibrates, thus affecting the rotational levels.

The spacing of rotational levels is on the order of 10’s of GHz and therefore can be manipulated with microwaves. This energy scale is also on the thermal scale of a few Kelvin. Figure 2.1.3 shows the population in rotational states as a function of temperature. To have sufficient population in the \( N=1 \) state, temperatures of 4 K or less are desired.
2.1.9 Selection Rules

The selection rules for diatomic molecules mirror those of atoms for electric dipole (E1) transitions. Parity must change and \( \Delta J = 0, \pm 1 \) (\( J' = 0 \) to \( J = 0 \) is forbidden). We can use these selection rules to our advantage by cycling from \( J = 1 \) to \( J' = 0 \). Based on these selection rules, \( J' = 0 \) must decay to \( J = 1 \), and hence rotational closure (where the molecule can be driven repeatably to and from the excited electronic state) is achieved.

Higher order transitions may also occur. For example, the rate of electric quadrupole (E2) transitions compared to E1 transitions can be estimated as

\[
\frac{R_{E2}}{R_{E1}} \sim \frac{\omega^2 \langle f| r^2 |i \rangle}{c^2 \langle f|r|i \rangle} \sim \left( \frac{a}{\lambda} \right)^2 \sim \left( \frac{1.95 \text{ nm}}{606 \text{ nm}} \right)^2 \sim 10^{-7}
\]

where \( a \) is the molecular bond length and \( \lambda \) is the transition wavelength. The rate of magnetic dipole transitions can be estimated as

\[
\frac{R_{M1}}{R_{E1}} \sim \frac{\langle f| \mu |i \rangle}{\langle f|d|i \rangle} \sim a^2 \sim 5 \times 10^{-5}
\]

where \( a \) is the fine structure constant. This rate holds for decays between states of the same angular momentum, such as the decays from B-X. For the A state however, this decay is further suppressed, as M1 transitions can not change total angular momentum, and only causes decay within the A state, leading to a relative rate on the order of \( 10^{-9} \). Thus it appears these decays are not a limiting factor for the time being.
**Figure 2.1.4:** Dark states in CaF when driven with linearly polarized light. Dark states are also present with the application of circular polarized light, not shown. The dark state can be remixed with a static magnetic field (blue arrows).
2.1.10 Dark States

One consequence of cycling from \( J=1 \) to \( J'=0 \) to attain rotational closure is the presence of dark states. Figure 2.1.4 depicts this problem in CaF. There are a number of ways to remix dark states: magnetic fields, polarization switching, or microwaves. The application of a static magnetic field is the simplest method. A magnetic field will cause Larmor precession of the Zeeman sublevels in the ground state. If a magnetic field is applied at an angle \( \Theta \) to that of the laser polarization, the precession rate will be

\[
\omega_B = \mu_B g_e m_F B_0 \sin \Theta
\]  

(2.12)

The optimal value of \( \Theta \) can be calculated to be \( 63^\circ \). The precession rate should be set such that the remixing occurs at a rate similar to that of the pumping into the dark states.

2.1.11 \( \Lambda \) Doubling

The projection of \( \Lambda \) can be either positive or negative, with these two eigenstates degenerate when the molecule is not rotating. However, with molecular rotation, this degeneracy is lifted due to the perturbing \( \Sigma \) state, and the energy splitting between these two eigenstates is called \( \Lambda \) doubling. The \( \Lambda \) doubling splitting scales with \( N \) (or \( J \)). An intuitive picture of this splitting is to visualize a P shaped orbital (non-zero angular momentum) rotating along either along its lobe axis or perpendicular to it. These two axes have different moments of inertia, and as a result different energies.

The most significant effect of lambda doubling is the creation of an opposite parity state close to the excited state. This small splitting, 1.3 GHz in the case of CaF, allows stray electric fields to mix these opposite parity states, causing decays to unrepumped states, and thus loss from the laser cooling cycle. This effect will be discussed further in Chapter 5.
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2.2 Interaction with External Fields

2.2.1 Scattering Rate and Saturation Intensity

For a system that can decay to multiple states, the saturation intensity is

\[ I_s = \frac{\pi \hbar c}{\lambda^3 \tau r} \]  \hspace{1cm} (2.13)

where \( \tau \) is the lifetime of the excited state and \( r \) is the branching ratio to the original state. For a multilevel system, as is found in CaF, the two level scattering rate equation is modified to

\[ R_{\text{scat}} = \Gamma \frac{n_e}{n_g + n_e} + 2 \sum_{j=1}^{n_g} (1 + 4 \Delta_j^2 / \Gamma^2) I_{s,j}/I_j \]  \hspace{1cm} (2.14)

where \( I_j \) is the intensity of the light driving transition \( j \) with detuning \( \Delta_j \) and saturation intensity \( I_{s,j} = \frac{\pi \hbar c}{\lambda^3 \tau_j} \).

We can then make the following assumptions. Since the \( v=1 \) repumping laser is on resonance and the main line (\( v=0 \)) is detuned, the transitions are dominated by the main line cycling terms and we can drop the effects of the \( v=1 \) repump. Assuming all the transitions are driven with an intensity that is divided evenly between all ground states, and all states have the same \( \Delta \) and \( I_s \), then this simplifies to

\[ R_{\text{scat}} = \frac{\Gamma_{\text{eff}}}{2} \left( \frac{s_{\text{eff}}}{1 + s_{\text{eff}} + 4 \Delta^2 / \Gamma^2} \right) \]  \hspace{1cm} (2.15)

where the effective linewidth is

\[ \Gamma_{\text{eff}} = \frac{2n_e}{n_g + n_e} \Gamma \]  \hspace{1cm} (2.16)

and the effective saturation rate is

\[ s_{\text{eff}} = \frac{2(n_g + n_e)}{n_g^2} I \frac{I_s}{I} \]  \hspace{1cm} (2.17)
In CaF, we have 12 Zeeman sublevels in the ground state, 4 in the excited state, and 12 in the \( \nu = 1 \) ground state. Hence \( n_e = 4 \) and \( n_g = 24 \).

The Doppler limit due to the linewidth of a laser cooling transition sets a minimum temperature for Doppler cooling of \( T_D = \frac{\hbar \nu}{2 k_B} \). For CaF, the Doppler limit for the X-A transition is 200 \( \mu \) K. The recoil limit due to scattering a single photon is given by \( T_r = \frac{h \nu}{2 k_B m} \) which for CaF on the X-A transition is 440 nK.

### 2.2.2 Zeeman Shifts

The presence of an external magnetic field causes energy shifts to the molecular states, called Zeeman shifts. The Hamiltonian for this is given by \([122]\)

\[
H_Z = g_s \mu_B S \cdot B + g_l \mu_B L \cdot B - g_I \mu_N I \cdot B
\]

(2.18)

where \( g_s \approx 2 \), \( g_l \approx 1 \), \( g_I \approx 5.585 \) and the I term is suppressed by \( \mu_N \approx \frac{\mu_B}{1836} \). For small shifts with respect to the hyperfine levels,

\[
H_z \approx g_F \mu_B F_z B_z
\]

(2.19)

with the g-factor

\[
g_F \approx g_e \frac{S(S+1) + J(J+1) - N(N+1) F(F+1) - I(I+1) + J(J+1)}{2J(J+1)}
\]

(2.20)

For fields beyond about 5 Gauss, this approximation begins to break down and a full calculation is required \([127]\). The Zeeman shifts for CaF at low fields is shown in Figure 2.2.1.
2.2.3 AC Shifts and Polarizability

When an atom or molecule is illuminated by a laser beam, the electric field of the light will cause the molecule’s dipole moment to oscillate at the driving frequency. Here we will follow the derivation of [128] to calculate the polarizability. The interaction potential $U_{dip}$ is

$$U_{dip} = -\frac{1}{2} \langle pE \rangle = -\frac{1}{2 \varepsilon_0 c} Re(\alpha) I$$  \hspace{1cm} (2.21)$$

Where the polarizability is defined as $p = a(\omega) E$, where $p$ is the induced dipole moment from an electric field $E$. The factor of $1/2$ comes from the fact that it is an induced dipole, not a permanent one and $I = 2\varepsilon_0 c |E|^2$ is the intensity of the trapping light. This potential leads to a force $F_{dip} = - \nabla U_{dip}$ which we can see that if $Re(\alpha)$ is positive, as is the case for red detuned light, there is a net force towards the point of highest intensity. From the Lorentz model,

$$\alpha = \frac{e^2}{m_e \omega_0^2 - \omega^2 - i\omega \Gamma_\omega}$$  \hspace{1cm} (2.22)$$

Figure 2.2.1: CaF Zeeman shifts for the X state (N=1).
where $\Gamma_\omega$ is the classical damping rate due to radiative loss

$$\Gamma_\omega = \frac{e^2\omega^2}{6\pi\epsilon_0 m_e c^3} \quad (2.23)$$

Substituting this in, we find the polarizability is

$$\alpha = 6\pi\epsilon_0 c^3 \frac{\Gamma/\omega_0^2}{\omega_0^2 - \omega^2 - i(\omega^3/\omega_0^3) \Gamma} \quad (2.24)$$

This formula breaks down for high intensities where the excited state becomes strongly populated, but in the case of dipole trapping, we are far from this regime. Semiclassically, the damping rate is replaced with the following

$$\Gamma = \frac{\omega_0^3}{3\pi\epsilon_0 \hbar c^3} |\langle \epsilon | \mu | g \rangle|^2 \quad (2.25)$$

however the classical approach leads to a polarizability correct at the percent level. This leads to a polarizability in the case of large detuning and small saturation parameters \[128\],

$$U_{\text{dip}}(\mathbf{r}) = -\frac{3\pi\epsilon^2}{2\omega_0^3} \left( \frac{\Gamma}{\omega_0 - \omega} + \frac{\Gamma}{\omega_0 + \omega} \right) I(\mathbf{r}), \quad (2.26)$$

For a multilevel system, the damping rate simply becomes a sum over all of the relevant states:

$$\Gamma = \frac{\omega_0^3}{3\pi\epsilon_0 \hbar c^3} \sum_g \sum_j |\langle \epsilon | \mu_j | g \rangle|^2 \quad (2.27)$$

where we sum over all electronically excited states $|\epsilon_j\rangle$.

For X-A the transition dipole matrix element is $\langle \Lambda = \pm 1 | T^\pm_\mu (d) | \Lambda = 0 \rangle$ due to the degeneracy of $\Lambda = \pm 1$, this gives a factor of $2/3$. For the X-B transition, $\langle \Lambda = 0 | T^\pm_\mu (d) | \Lambda = 0 \rangle$, which gives a factor of $1/3$. We can continue adding in the effects of other states, with the C state being a $\Pi$
The factor of $0.931$ comes from the full state dependent treatment of the stark shifts. The trap depth for CaF arising from this polarizability as a function of wavelength is shown in Figure 2.2.2.
2.3 CaF

CaF was selected for laser cooling due to its diagonal Frank Condon factors, accessible laser transitions, low mass (59 amu), and reasonable dipole moment (3 D). The low mass hinted at possibly lower inelastic collisional processes. A large amount of prior spectroscopy had been done on CaF, which greatly simplified the task of finding transitions. The ground state is a $^2\Sigma$ state due to the $1/2$ nuclear spin of the fluorine atom. This nuclear spin gives rise to hyperfine structure, splitting the ground state into 4 hyperfine manifolds. This splitting is addressable with AOMs. The ground state also has a magnetic moment of 1 $\mu_B$, useful for potential magnetic trapping and future quantum simulation.

The main cycling transition is the X-A transition at 606 nm and and X-B transition is at 531 nm. The X-A transition is fairly diagonal, with 3 vibrational repump required to scatter $\sim 150,000$ photons. While the X-B is very diagonal, at the $10^{-3}$ level with only one repump, the B state can decay thought the A state at a rate of

$$\frac{R_{B\rightarrow A}}{R_{B\rightarrow X}} = \frac{\omega_{B\Sigma}^3 d_{B\Sigma}}{\omega_{A\Pi}^3 d_{A\Pi}} \approx 1.2 \times 10^{-4} \quad (2.29)$$
Figure 2.3.2: CaF levels relevant in this thesis.
This two photon process will flip the parity of the molecule causing loss. This loss rate is tolerable for the laser slowing step, but not the MOT.

There is also a higher lying C state (and a D state which is very close by, but slightly below the C state.) that can be used for background free detection via a two photon excitation. This will be discussed later for slowing detection. The C and D state are both “back-polarized” [129], meaning the electron wavefunction is no longer localized around the Calcium atom. This leads to very poor Frank Condon factors for these states, decaying into the next vibrational state after about three photons.

The relevant energy levels and decays for the discussion in this thesis is shown in Figure 2.3.2. Table 2.3.1 gives an overview of the two main cycling transitions. Appendix A contains an overview of the CaF constants and properties.
What happened to the ablation?

A Daily Question

In order to laser slow and trap CaF, a source producing slow, cold molecules is required. We rely on a combination of chemistry and sympathetic cooling in our molecular source to realize high fluxes of cold CaF. Using a cryogenic buffer gas cooling, we produced \( \sim 10^{12} \) CaF molecules in a beam with a temperature around 2 K. The initial design of this source was detailed in Eunmi’s thesis [127]. Here we will briefly review the original design of our buffer gas source, and enhancements made to the flux and most importantly, reliability. An overview of the experiential apparatus is shown in Figure
Figure 3.0.1: Cross section of the experimental apparatus. (1) pulse tube (PT415) (2) beambox (3) 77 K shields (4) 4 K shields (5) coconut charcoal sorbs (6) cell (7) UHV shutter (8) detection region (9) Ti-sublimation pump (10) turbomolecular pump
3.1 CaF$_2$ Based Cryogenic Buffer Gas Source

A cryogenic buffer gas source relies on sympathetic cooling of a buffer gas with the target species. It is a versatile method able to cool both the internal and external degrees of freedom for a wide range of molecules. To produce a molecular beam, a hole is introduced into a cell, through which the molecules and buffer gas escape. Depending on the buffer gas flow rates, various flow regimes may be used to produce such a beam, as detailed in [64]. Here we mostly operate in the effusive regime, to attain the slowest exit velocities of the molecules. Experimentally, this is achieved with a “two stage” cell, where a second stage is added to reduce the boosting effect found at the exit of the first stage aperture. This boosting is due to the preferentially forward velocity of the helium gas in the cell’s exit aperture. In the second stage, the helium density is lower by order an order of magnitude and the molecules undergo a few additional collisions in random directions. The two stage cell used in shown in Figure 3.1. The single stage version is identical without parts (9) and (10). The helium density in the first stage is on the order of $10^{15}$ cm$^{-3}$, providing 1000’s of collisions necessary to thermalize both the external motion as well as the internal degrees of CaF into the N=1 rotational state.

The initial design relied on laser ablation (532 nm Minilite) of a hot vacuum pressed CaF$_2$ target made by American Elements. The cryogenic buffer gas cell was cooled to 1 K via a thermal connection to a 1 L pot of liquid helium which was pumped on. This provided a run time of about 6 h between refills. The cell is surrounded with coconut charcoal [130] cooled with a Cryomech PT415 pulse tube to 4 K to act as a cryopump for the helium flowed into the cell. The 4 K and 40 K stages of the pulse tube are connected to radiation shields to decrease the black-body heat load onto the cell (Figure 3.0.1).
With the two stage cell, and 7 mJ of ablation energy at 4 sccm (typical running conditions which were found to produce the optimal beam in terms of flux versus fraction at low velocities) the mean beam velocity was 90 m/s, with a tail all the way down to 50 m/s. A typical flux of ~ $10^{10}$ molecules per pulse in $N=1$ were produced and the velocity distribution is shown in Figure 3.2.1(a). This molecular source was used in all of the initial whitelight slowing work, Chapter 4.

All CaF velocity plots show a very quick decay of the low velocity tail below 50 m/s or so. This is even more striking for slower moving species, such as Yb due to its heavy mass. One can compare the velocity profile out of the cell versus downstream to see that low velocity atoms/molecules are preferentially kicked out. This is due to two contributing factors. First, slower moving molecules will have more time to plume out and will not make it into the downstream region. Secondly, sufficient pumping of the helium is required as to not interfere with the molecular beam. The helium that is most detrimental to the molecular beam is any helium moving either against or transverse to
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Figure 3.1.2: Simulation of helium pressure inside the beam source. This assumes 10 sccm flow, which is equivalent of 2 sccm and the increase from the helium released during the ablation. The particle density plotted is calculated from particles crossing the boundary. The vertical circles show the helium back pressure, i.e. the helium density moving backwards against the beam. This assumes that the front plate and all the other sorbs have a sticking fraction of 0.5.

the beam, which can kick molecules out, rather than the one co-propagating with the beam. The helium back-pressure is determined by the helium flow rate, the spacing between the cell and the 4 K shield, the sorb placement, etc. The fact that slower moving molecules spend more time in the high-pressure region cause them to be preferentially kicked out. Figure 3.1.2 shows a simulation of the helium back-pressure within the 4 K shield. It is worth noting that due to the pressure being much lower outside the 4 K shields, even with the limited conductance out into a turbo pump or the MOT region, chevron baffles should not be added to the 4 K shields.

3.2 DRAWBACKS OF CaF$_2$ ABLATION

While the pressed powder ablation allowed us to generate fairly high fluxes, there was a major issue in terms of stability and reliability of this source. The pressed powder targets only lasted about 5 days, and the beam velocity would increase dramatically each running day. On top of this, the ablation
spot needed constant tuning, with each spot on a target only lasting about 50 shots before in-cell absorption degraded.

Figure 3.2.1(a) shows the changes in beam flux and velocity as a function of running days. The leading theory behind this change in beam dynamics is due to the buildup of dust on the cell walls, decreasing the thermalization rate of the ablated molecules. Figure 3.2.1(b) clearly shows the coating of dust after two weeks of running (time for two targets to be depleted).

Clearly if we wanted any hope of achieving reliably slowing and a MOT, a new source was needed.

3.3 Ca + SF₆ Source

To solve our degrading beam problem, we opted for chemical source using a calcium target and SF₆ gas, which had been used in the Tarbutt group for some time[131]. The ablation of metals in buffer gas source is very reliable and provides high fluxes (some metals reach $\geq 10^{14}$ atoms per pulse!). The reaction of calcium with SF₆ had first been studied much earlier in molecular beams [132, 133]. We decided to modify our current two stage cell in order to accommodate a heated fill line, needed to
3.3.1 Design

While SF$_6$ sublimates at 210 K, we thought that the vapor pressure at 160 K ($\sim$20 torr) would be high enough to prevent clogging. We also wanted to design the fill line such that we could preload SF$_6$ into the cell in the morning and run the entire day with the need of flowing any extra SF$_6$ gas. In this way, the fill line could be cooled to 4 K, alleviating any extra heat load on the cell which would decrease running time and potentially increase the beam velocity.

We designed the heated fill line with a target heat load of $\sim$ 250 mW into the 50 K shield, $\sim$ 100 mW in the 4 K shield, and 10 mW into the cell while at 160 K. In order to ensure the heated fill line would cool when the heaters were turned off, weak thermal connections were made between the fill line and both the 50 K shield and the 4 K shield. 250 mW of heat flow into 50 K shield with a 12 AWG stainless steel wire corresponds to a 1.6 cm long connection. For 100 mW of heat flow into 4 K shield, a 4.5 cm long 12 AWG stainless steel wire was used.

The fill line was made of a 316 stainless steel tube, 1/16” OD with an 11 mil thick wall. Thin film SMD resistors were attached as heating elements. Thin film resistors were used as their value remains
Figure 3.3.2: (a) The heated fill line has one resistor glued with Stycast 2850 on the copper tube on the right end. A layer of Kapton tape insulates the resistor from shorting with the tube. This copper tube is attached with a round Ultem holder with an outside diameter matching the Teflon tube. The tube is Teflon heat shrink which is was heated to match the diameter of the brazed copper for a tight press fit. A small Teflon tube on the inside of the cell ensures the helium buffer gas is not heated by the fill line. (b) View of the back assembly. Note: prior to cool-downs, ensure that the heated fill line is well centered to prevent it touching the cell during cool-down.

nearly constant, even at cryogenic temperatures. Thermal cycling to cryogenic temperatures does run the risk of introducing small cracks into the film, slowing increasing the resistance as the cracks enlarge. Each SMD resistor (100 Ohm) is Stycasted (2850) on to a loop of Kapton tape to prevent shorts. This stainless steel fill line was then connected with a small Teflon tube to a copper fill line which enters into the cell. A hole in the diffuser allows the SF$_6$ to be delivered into the main cell region without freezing onto the diffuser. The copper tube has a 1 kOhm SMD resistor attached to it to heat it as it is thermally disconnected from the stainless steel fill line. The copper tube is stood off from the cold cell with a Teflon heat-shrink tube and a small Ultem insert. Teflon was selected due to its low thermal conductivity and large thermal contraction at cryogenic temperatures as to make a leak tight seal. Figure 3.3.2 shows a drawing of the fill line entering the cell.

Thermal simulations were performed to ensure that the thermal load on the cell was manageable, shown in Figure 3.3.3. In theory, this heated fill line should have caused a 20 mW increase in thermal heat load onto the cell. In reality, the thermal load from the fill line appeared to be closer to 100 mW.
Figure 3.3.3: Thermal simulations of the heated fill line. Thermal radiation is included. (a) Overview of the heated fill line entering the cell. (b) Thermal radiation heating the Teflon guard inside the cell by about 1 K. (c) Diffuser showing no elevated temperatures from the fill line.

It remains unclear as to what caused this discrepancy. One possible explanation is that the PTFE (Teflon) heat shrink may not be pure PTFE, causing a much larger heat flux into the cell. It is also possible that there are some hot-spots on the fill line which produce a much high radiation flux than anticipated. This issue could be resolved by wrapping the fill line in super-insulation. We refrained from implementing this due to the fear of introducing shorts and the fact that the total heat flux still leaves us with 90 minutes of run time between transfers when pumping and 3.5 hours running at 4 K.

3.3.2 Performance

As we hoped, the new source leads to a much more stable beam where ablation can last 1000's of shots per spot on the target, and increased flux. Figure 3.3.4 shows the beam flux versus velocity of the old and new sources.

We found that the SF₆ gas was depleted quite quickly (≈30 min) if simply pre-loaded into the cell. As a result, we ran with the fill line continuously hot and with low flow. Initially, we used an SF₆ flow rate of 0.2 sccm. However, this caused clogs in the fill line and a large accumulation of “snow” in the cell, which degraded the beam. Figure 3.3.5 shows this snow after a few days of running. We solved these problems by running the fill line slightly warmer (closer to 200 K) and decreasing the
flow rate to 0.02 sccm. With these parameters, we are able to run for two full weeks and melt the ice over the weekend. We also tried CF$_4$ gas rather than SF$_6$, however, this reduced the beam flux by about a factor of two. Other more volatile fluorine containing gasses may be more reactive with the calcium, however, they tend to be highly toxic.

Each calcium target lasts about 3-6 months. Figure 3.3.5 shows a partly used target after about two months of continuous data acquisition. We found that with a new calcium target, the molecular beam is much more uniform as the Yag is moved to various spots on the target. However, the flux of slow-able molecules (as detected by the number in the MOT) is slightly lower than a partly used target. After a few weeks, the target becomes pitted and “magic spots” appear where the flux can increase by many factors. However, these regions are small and finding them can be difficult.

We also find that what we refer to as the “day one” effect, where the flux from the source is substantially lower on the first day of running after the cell is cleaned, is still present. This was seen with both the CaF$_2$ pressed targets as well as the SF$_6$ source, where it can take up to a week of running
before the flux stops growing. Both the Imperial and JILA groups have seen a similar effect. An explanation for this effect is yet to be determined. In fact, the YO experiment coats their cell with YO powder to increase flux \[134\].

The cell produced a beam with a velocity profile quite similar to the CaF$_2$ ablation source. The following section will discuss the molecular beam in detail. However, the beam flux and velocity distribution does vary dramatically on the ablation spot. (This became even more striking once we moved to making a MOT, discussed in Chapter 5). Figure 3.3.6 shows various beam velocity distributions versus different ablation spots on the target.

### 3.4 Molecular Beam Characterization

The tunable parameters affecting the molecular beam include primarily the helium flow, ablation spot, and Yag energy. For the SF$_6$ source we find that even low flows (0.01 sccm) of SF$_6$ saturates the production. We can operate both with a single stage and two stage cell. The addition of the second stage moves the peak velocity down from 150 m/s down to 90 m/s at the cost of a factor of five in flux. Initially, we found this trade-off to be beneficial, due to the limited slowing power.
Figure 3.3.6: Molecular beam time of arrival in the MOT region versus ablation spot. Radically different beam shapes can be created with very small changes to the ablation location on the calcium target.

Figure 3.3.7: Cell after 2 months of heavy data taking. (a) Oxidation on the back of the cell. Based on the oxidation pattern, it seems like it comes from the main cell area, possibly a reaction of the SF₆ with something during ablation. (b) Yag window at the end of the snorkel becomes fairly dusty. (c) Inside of cell is covered with dust.
3.4.1 Two Stage Buffer Gas Cell

Figure 3.4.1 shows the forward velocity and time of arrival for both the CaF beam (a) and the calcium beam (b). An interesting difference is that there appears to be a 1 ms delay in the production of the CaF beam with respect to the calcium beam. The absence of a high velocity thermal trail indicates that the molecular beam is well thermalized. There is a sharp cut off on the low velocity side, due to the previously mentioned reasons.

We characterized our molecular beam by scanning the helium flow rate and the ablation energy. While the ablation spot can have large impact, it is not a well controlled parameter, and thus ignored for the time being. Figure 3.4.2 displays the molecular beam flux and velocity verses the flow rate while operating at 14 mJ. We find that a flow rate of 4 sccm seemed to be optimal in producing a bright and slow beam, with a peak around 90 m/s. Figure 3.4.2 shows the effect of ablation power at

---

**Figure 3.4.1:** (a) Forward velocity of the CaF beam vs time of arrival. The dotted line represent the time of flight arrival time beginning at the time of the Yag pulse. (b) Forward velocity of the calcium beam.
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Figure 3.4.2: Two stage source. (a) Helium flow scan of flux vs velocity. (b) Ablation energy scan of flux vs velocity.

Figure 3.4.3: Single stage source. (a) Helium flow scan of flux vs velocity. (b) Ablation energy scan of flux vs velocity.

4 sccm of helium. Once can see a strong threshold effect around 7 mJ which is the minimum energy for production of CaF with the chemical source. (This threshold is most likely due to the energy required to excite the meta-stable state of Ca, which reacts with the SF₆. This is on the order of 2 eV, or 20,000 K.) Increased Yag energy increases total flux, but also eliminates the low velocity tail of the distribution.
3.4.2 Single Stage Buffer Gas Cell

The initial slowing, MOT, and ODT data were taken with a two stage source. However, we recently (during the optical tweezers, mid 2019) switched to a single stage source due to increased slowing power, as discussed in Chapter 5. Figure 3.4.3 (a) displays the molecular beam flux and velocity versus the flow rate while operating at 10 mJ. A two stage trace is included to show the effects of the second stage. Figure 3.4.3 (b) displays the molecular beam versus ablation energy at 4 sccm. Again, a strong threshold behavior is present, with a cutoff around 7 mJ. One caveat of the single stage source is that it also produces larger pulses of helium downstream, which could become a problem in some situations. This source produces on the order of $10^{12}$ molecules per pulse in the N=1 state.
While the molecular source produces molecules moving at around 100 m/s, the MOT capture velocity is only on the order of 5 m/s. In order to slow the molecules down, we rely on laser slowing. While in most AMO experiments laser slowing is a trivial task, the case is not the same for molecules. Slowing the molecules down to the MOT capture velocity (5 m/s) was by far the most challenging task of making this experiment work and remains, to this day, the most inefficient step. This was in part due to the limited laser power available and the method used. This inefficiency should be celebrated by future graduate students, as there are large gains to be made in the future.
4.1 Laser Slowing CaF

Atomic experiments typically rely on Zeeman slowers \[133\], a clever design to slow atoms from a range of initial velocities to a single final velocity all at the same location, typically into a MOT. This works by utilizing a large spatially varying magnetic field to Zeeman detune the atoms by the full range of their Doppler shift. The field generated is tailored to the atomic species such that the atoms experiences a constant deceleration by remaining in resonance with the slowing beam. This slowing design relies on the fact that atoms have a large Zeeman shift in the excited state and due to a sparsity of ground states, always fall back into the same ground state the majority of the time. Unfortunately, as discussed previously, photon cycling of molecules realizes on going from the $N=1$ ground state to an $N=0$ excited state. This means that we have many more ground state than excited states. It also leads to the fact that molecules can decay into both high and low field seeking states. In addition, CaF has a very small excited state $g$ factor, making such a Zeeman slowing difficult. Recently there has been schemes proposed to use a Zeeman slower for molecules \[136-138\], however the laser intensities required for large gains are not feasible with the available power, although this is rapidly changing.

4.2 Detection of Slowed Molecules

The detection of the slowed molecules proved to also be a tricky task. The main issue is that the slowing efficiency was very low; of the molecules that reach the MOT chamber, only about 0.001 of them are slowed to the desired velocity under optimal conditions. The detection was done with a Doppler sensitive beam at 45 degrees. However, due to fact that CaF is a multi-level system, with the multiple hyperfine states of CaF ranging 150 MHz (translating to 65 m/s at 45 degrees detection), care must be taken to ensure velocity sensitivity. We use a single frequency detection to solve


**Figure 4.2.1**: Single frequency velocity detection crosstalk. Here molecules at 15 m/s are targeted with detection at 0 degrees. If using the red most F=2 state, there is crosstalk with 30 m/s molecules. By contrast, when using the blue most F=1 state, there is no crosstalk from higher velocity molecules. There can be crosstalk from lower velocities, but since the flux at low velocities is always lower than higher velocities for slowed molecules in the region of interest, this is not a problem. Also, for CaF, the crosstalk would occur from molecules moving 45 m/s slower than the target velocity. Since we are interested in molecules moving at 5-30 m/s this can be ignored.

This, eliminating crosstalk, as shown in Figure 4.2.1. The bluest hyperfine state, F=1-, is used to detect the slowed molecules. Due to the much larger population of high velocity molecules than low velocity molecules, the off-resonant fluorescence of the faster unslowed molecules is combined with the slowed molecules, leading to an overestimate of the slowing efficiency. Finally, single state detection means that the slowing detection is sensitive to the distribution of hyperfine states, which changes due to optical pumping during the slowing process (see [127]).

Experimentally however, looking for slowed molecules directly with single frequency detection is hopeless due to scattered light. While photon cycling could be done, this still does not generate enough photons to overcome the scattered light problem. As a result, we opted for a two photon background free detection scheme to detect the slow molecules, Figure 4.2.2.
The molecules in the $X^2\Sigma_1/2$ ground state are excited to the $A^2\Pi_{1/2}(J = 3/2, +)$ state with X-A (606 nm) light orthogonal (velocity insensitive) to the molecular beam. Before the molecules can decay back to the $X^2\Sigma$ state, they can be excited up from the $A^2\Pi_{1/2}$ state to the $C^2\Pi_{1/2}(J = 1/2, -)$ state with a velocity sensitive beam (729.5 nm) at 45 degrees. The intensity of the A-C beam must be high enough to excite a significant fraction up to the C state before the 19 ns lifetime of the excited A state. However too much power broadens the range of velocity detection. With the typical power used, the fluorescence linewidth is about 15 MHz, Figure 4.2.2b. The fluorescence from the $C^2\Pi_{1/2}$ to the $X^2\Sigma$ decay at 331 nm collected onto a PMT (Hamamatsu R7600P) with a low dark count rate (45 Hz) operated in photon counting mode. Two interference filters (Brightline 335/7) with color glass (FGUV11) sandwiched in between prevented unwanted light leakage. It should be noted that only one photon per molecule may be emitted as due to parity selection rules, molecules decay from the $C^2\Pi_{1/2}$ state to the $X^2\Sigma(N = 0, 2)$ states.

The PMT signal in sent to a preamplifier (SRS SR445A) and then to a fast comparator (AD-
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Figure 4.2.3: In-vacuum lens for higher NA. (a) Lens is mounted in the UHV chamber. (b) Molecular beam signal with and without the lens.

An in-vacuum lens (Newport SBX049) increased the numerical aperture of our collection optics allowing us to collect one in every 30 photons emitted, Figure 4.2.3. Without this lens, we could not detect molecules at below 30 m/s.

4.3 Whitelight Slowing

Laser slowing was initially done using whitelight slowing, where the frequency of the slowing light is broadened to cover the entire range of Doppler shifted velocities. With a two level system and flat intensity versus frequency slowing beam, all of the population would be slowed until the atoms or molecules fall out of resonance with the slowing beam. The width of the final velocity distribution is set by the linewidth of the transition. Unfortunately, the reality is much less efficient. The broadening of the slowing light is never perfectly flat with sharp edges. The broadening of the slowing light
Figure 4.3.1: (a) Whitelight slowing laser spectrum. The laser is broadened about 350 MHz using two sequential EOMs, one at 24.8 MHz for the hyperfine spectrum, and the other at 4.5 MHz with a $\beta = 17$, half of the CaF linewidth. This spectrum was measured by beating the modulated light with unmodulated light from the same laser, allowing the individual peaks to be resolved. (b) Hyperfine only EOM spectrum.

is done with an EOM driven with a high modulation index. The frequency of the EOM is 4.5 MHz, less than the linewidth of the transition, and spans $\sim 350$ MHz. The high modulation index EOM renders the edges of this slowing light quite broad. The four hyperfine ground state ground states of CaF also affect the slowing efficiency somewhat, however the population is essentially just pumped into the F=1- state as the other states remain in resonance with the light. The spectrum of the slowing light and repump lasers is shown in Figure 4.3.1. The maximum initial velocity is set by the width of the broadening, which is typically restricted due to power limitations. A $\sim 5$ Gauss transverse magnetic field is applied to remix dark magnetic states along the slowing region.

Slowing was originally done on the X-A transition, Figure 4.3.2(a). For optimal slowing to low velocities, the slowing laser was applied starting 4 ms after the ablation pulse and was on for 13 ms. The intensity of the slowing beam was 260 mW/cm² for both the main and $v = 1$ beams. The slowing beam was slightly focused, giving rise to an effective transverse force to decrease pluming out. The slowing was far from efficient with most of the molecules remaining at around 70 m/s and only a very small tail extending down towards the MOT capture velocity, Figure 4.3.9. This translated to around $6 \times 10^4$ molecules slowed to a velocity of $10 \pm 4$ m/s. We also tried using helium-3 as the
buffer gas. This resulted in roughly a factor of 2 increase in flux of slow molecules.

### 4.3.1 X-B Slowing

We then switched to slowing on the X-B transition, giving us an enhanced scattering rate. This is due to the fact that when cycling on X-A, one also couples in the \( v=1 \) vibrational state thought the repumping laser addressing the same excited state. From Equation 2.14, we see that by switching to X-B, we now have 12 ground states rather than 24, giving us a factor of two in scattering rate, allowing us to slow closer to the peak of the velocity distribution rather than just the tail, Figure 4.3.2(b). As for the number of MOT capturable molecules, this increased by an order of magnitude, Figure 4.3.3(b). This is due to several factors. First, we now had enough scattering rate to decelerate the peak of the initial distribution. Second, the increased scattering rate decreased the slowing distance. By decreasing the slowing distance, the effect of pluming loss is reduced, Figure 4.3.3(a). The number of molecules captured in the MOT versus slowing duration and power is shown in Figure 4.3.4.
Figure 4.3.3: (a) Pluming vs slowing distance. A short slowing distance allows the molecules to travel at a higher forward velocity for longer and only causes transverse heating near the end, reducing the loss from pluming. (b) 10 m/s molecules with X-A and X-B slowing. The green trace corresponds to $5 \times 10^5$ slowed molecules.

Figure 4.3.4: X-B whitelight slowing parameter scan. (a) The MOT number vs slowing duration. (b) The MOT number vs X-B slowing power.
We find that we were still limited by slowing power.

4.3.2 Chirped Slowing

Rather than frequency broadening the slowing light to address different velocity classes, one could also sweep the frequency of the slowing light to track the deceleration of the molecular pulse. In the limit of an infinitely short pulse and narrow initial velocity dispersion, chirped slowing can be highly efficiency, as the only broadening in velocity is due to the shot noise of the number of photons scattered. In reality the molecular beam has a large velocity and exit time dispersion which limits this efficiency. Numerical simulation and results from the Tarbutt group [131] indicated that a large gain was possible over whitelight slowing. This type of slowing was only implemented after we attained our first molecular MOT.

To chirp the slowing laser frequency, we modulate the piezo input of the NKT seeding the Elysa lasers. Unfortunately, this raises several complications. First, we find that the NKT has high amounts of hysteresis when an external input voltage is applied. This can be solved by always applying the same initial lock voltage and tuning the NKT wavelength internally. Also limiting the output voltage of the lock prevents larges changes in frequency.

A more fundamental problem is one due to amplitude modulation induced by the frequency modulation when sweeping the frequency of the NKT. According to Quantel, in the gain fiber of the amplifier, the light creates an effective grating. When the frequency of the light is changed quickly in the wrong direction, the amount of back reflected light from the grating increases, and the amplifier detects this as increased back reflection and shuts off. The NKT itself also has an FM to AM conversion problem, which arises from the cavity inside NKT. If the sweep rate is faster than the ring down time of this cavity, that leads to amplitude noise, which can also shut down the amplifier.

These problems were mitigated by installing a 4 Hz analog filter into the analog piezo input of
Figure 4.3.5: Slowing laser table for chirped slowing. The X-B slowing light is sent through a hyperfine EOM, with a spectrum shown in Figure 4.3.1(a). The $v=1$ repump laser is sent through the whitelight EOM, whose spectrum is shown in Figure 4.3.1(b). The grayed out beam path was a second slowing beam we added. This is discussed further in the following chapter.
The slowing light was setup to bypass the whitelight EOM crystal, but left to go through the hyperfine EOM to ensure closure in order to cycle photons, Figure 4.3.5. The optimal hyperfine EOM power which led to the most slow molecules is shown in Figure 4.3.1(b).

We first optimized the chip slowing by trying to efficiently transfer molecules to 50 m/s. We applied a “preslowing” initial pulse for 1.5 ms as a way of trying to compress the initial velocity distribution, and then chirped the frequency of the light linearly (Note: Linear here means linear in the control voltage. We don’t have good way of measuring what the actual frequency of the laser is during the rapid chirp). This turned out to be remarkable efficient, as shown in Figure 4.3.6(b).

Having successfully slowed to 50 m/s we then then optimized the slowing down to 10 m/s, shown
Figure 4.3.7: (a) $10(\pm 5)$ m/s signal from slowed molecules vs initial slowing detuning. We found that the signal is surprisingly insensitive to the initial detuning of the slowing laser. (b) Required slowing power for $\nu=0$ and $\nu=1$ with chirped slowing. Full power is 300 mW of X-A and 1 W of X-B.

in Figure 4.3.6. We had learned that the signal at 10 m/s is not a very reliable proxy for an optimal MOT loading back from our initial slowing work. Rather we scanned all of the parameters of the slowing at looking at these 10 m/s molecules and then applied this knowledge of the slowing parameters when optimizing the MOT with this chirped slowing. Of course, this time, we had the luxury of knowing that our MOT worked and all the beams per already optimally aligned.

We found initially that due to the high scattering rate of this chirp slowing, we became limited by $\nu = 1$ laser power. This manifested itself as being able to slow to about 30 m/s in the half meter distance, but no slower. If a higher chirp rate was used, most of the molecules would be lost. We focused the repump laser beam down to match the main-line and improved the fiber coupling such that the X-B slowing power was the limiting factor. Figure 4.3.7 shows the $\nu = 1$ repump power requirement versus chirp rate.

While optimizing the slowing down to low velocities, we found that programming an exponential ramp improved the slow molecule number. This was true also for the MOT signal. Again, this may be due simply to how the voltage input of the NKT is converted to frequency.

An interesting discovery was that the slowing had an optimal start time, Figure 4.3.8, usually on
Figure 4.3.8: Wait time before slowing vs MOT signal. This optimal is dependent on Yag energy, ablation spot, and amount of days run. This scan was taken on the 5th run between cell cleanings on day 2 after an SF₆ melt.

the order of 1-2 ms after the Yag pulse. This is most likely due to a combination of the exit time of the CaF molecules from the cell and an optimal slowing distance. We find that later in a data taking run (\~week), this optimal wait time decreases, evidence that the molecular beam speeds up. The optimal wait time also depends on ablation spot and Yag energy.

4.3.3 A COMPARISON OF CHIRPED AND WHITELIGHT SLOWING

The overall performance of all three types of slowing is shown in Figure 4.3.9. In terms of MOT capturable molecules, X-B chirped slowing was about twice as good as X-B whitelight and 20 times better than X-A whitelight slowing.

The benefits of chirped slowing however are most likely experiment dependent. It depends on the amount of power available and the velocity and time profile of the molecular pulse. In terms of optimization, chirped slowing has many more parameters than that of whitelight slowing. For whitelight there are 3 main parameters; slowing duration, frequency, and power. For chirped slowing there are 6; start time, slowing duration, start frequency, end frequency, ramp shape, and power.
Figure 4.3.9: Laser slowing of CaF. All curves here represent the optimal slowing parameters for producing low velocity molecules. These traces show the integrated number of molecules reaching the detection region from 2 ms to 30 ms. The beam shown represents a typical two-stage molecular beam profile.
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This means the optimization goes from 3 to 6 dimensional. This is manageable when optimizing to have the best MOT possible, but more difficult when searching for initial MOT signal. If whitelight slowing could be optimized to have a steeper cutoff in its spectrum, large gains could result. Ideas for future improvements to slowing is discussed in Chapter 9.
5.1 Magneto-Optical Trapping of Molecules

A magneto-optical trap (MOT) relies on a combination of magnetic field gradients and laser beams with the proper polarization to generate a confining and cooling force. A magnetic field gradient, created with an pair of anti-Helmholtz coils, Zeeman shifts the magnetic sublevels. For a $J=0$ to $J=1$ transition, the magnetic field splits the excited state into three magnetic sublevels, $m_J = +1, 0, -1$, while the ground state does not split. Counter propagating laser beams with $\sigma^+$ and
Figure 5.1.1: MOT laser and atomic state configuration. With the circular polarized light red detuned, atoms preferentially scatter a specific polarization dependent on their position.

$\sigma^-$ polarizations are red detuned of the transition frequency, as shown in Figure 5.1.1. Due to angular momentum conservation, exciting an atom from $m_j = 0$ to $m_J = 1$ requires absorbing a photon with $\sigma^+$ polarization, while driving from $m_j = 0$ to $m_J = -1$ requires absorption of a $\sigma^-$ photon. As an atom moves out away from the center, for example, to the left in Figure 5.1.1, the $\sigma^-$ beam, which is moving to the right, shifts into resonance with the atom and is absorbed. By contrast, the $\sigma^+$ beam is shifted out of resonance. After absorbing a photon, the atom then decays back down into the $J=0$ state. The force experienced by the atoms in the MOT is a sum of left and right moving beams \cite{140},

$$F_{\text{scat}}(\delta) = \hbar k \frac{1}{\Gamma^2} \frac{I/I_{\text{sat}}}{1 + I/I_{\text{sat}} + 4\delta^2/\Gamma^2} \quad (5.1)$$

$$F_{\text{MOT}} = F_{\text{scat}}(\omega - kv - (\omega_0 + \beta z)) - F_{\text{scat}}(\omega - kv - (\omega_0 - \beta z)) 
\simeq - av - \frac{a\beta}{k} z \quad (5.2)$$
where $a$ is an effective damping coefficient and $\beta$ is the Zeeman shift.

$$a = \frac{-8\hbar^2 s \Delta}{\Gamma(1 + s + \frac{4\Delta^2}{\Gamma^2})^2}$$

$$\beta = \frac{g\mu_B}{\hbar} \frac{dB}{dz}$$

The maximum velocity which a MOT can capture will be dependent on the spontaneous decay rate, $\Gamma$, of the excited state, which will limit the maximum number of photons which can be scattered over the diameter $D$ of the beam. This leads to a capture velocity of

$$v_c = \sqrt{\frac{\hbar \gamma D}{m}}$$

Assuming a scattering rate on the order of 2 MHz, and 1 cm beams, leads to a maximum capture velocity for CaF of 10 m/s.

5.1.1 Dark States and the RF MOT

As described in the previous section, a typical atomic MOT uses a DC field and operates by cycling photons on a $F \rightarrow F + 1$ transition (often called a type-I MOT), where $F$ is the total angular momentum. However, in order to ensure rotational closure for molecules, photons must be cycled on a $F \rightarrow F - 1$ transition, a type-II MOT, and hence have more ground states than excited states. As a result, for a given polarization of light, there exists ground states which are dark to the MOT light. Without a form of remixing, all of the molecules would be pumped to a dark state where they would be lost.

The solution to this is to use what is called an RF or AC MOT. Here, rather than using a
5.1.2 Polarization of MOT Beams

For a DC MOT, the optimal choice of circular polarization depends on the angular momentum of the ground and excited state, \(F_e\) and \(F_g\) as explained in [145]. When \(F_e < F_g\), a type II MOT, the polarization should be reversed from a typical MOT. The polarization should also be reversed if the...
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Figure 5.1.3: The optimal polarization scheme for a CaF MOT. The RF MOT polarizations are what one would naïvely expect from the g factors of CaF. The DC MOT polarization is due to the fact that one wants opposite polarizations around the top F=2 state. The polarization of the F=0 and F=1-states do not play a significant role as they only provide repumping and not a force. (b) The dual frequency MOT.

excited state g factor is negative. The excited state used for CaF is an $A^2\Pi_{1/2}$ state where the g-factor is very small (0.02) since the magnetic moments of the spin and orbital angular momentum are in opposite directions with nearly equal magnitudes (mixing with $^3\Sigma_{1/2}$ state increases the g factor slightly). By contrast, $g \sim 1$ for the lower state, so the ratio of $g_e$ to $g_g$ is small, leading to a very weak trapping. One solution is to use an RF MOT and switch polarizations and the field gradient. The switching must be fast enough for the change to be non-adiabatic, with the strongest force obtained when the switching frequency is on the order of the pumping time. The other solution is to make use of a dual frequency effect as pointed out in [144]. This effect can provide strong MOT forces even when the excited state g factor is very small. The idea is as follows. Let’s assume we have a ground state with F=1 and an excited state with F=0. If one applies $\sigma^+$ light blue detuned and $\sigma^-$ red detuned, then a restoring force is present regardless of what internal state the molecule falls down to ($m_f=0$ obviously provides no force). This can very easily be implemented in CaF without the addition of any new beams simply from the fact that the spacing between the top F=2 state and the next F=1 state is 25 MHz, approximately twice of the typical MOT detuning. Then simply
Figure 5.2.1: MOT coils for an RF MOT of CaF. (1) Copper feedthrough water-cooled outside the chamber. (2) Clamp to water cooling. A layer of gold foil helps the thermal contact. (3) Electrical feedthroughs. Lead-free solder is used to attach the coils to the wires. (4) MOT coils attached with ceramic adhesive. (5) Alumina boards. (6) UHV flange with tapped holes to mounts coils.

Applying opposite polarization for the top two states is enough to give a MOT force. The other states do not provide a force and simply remix the system. The recommended polarizations for CaF are shown in Figure 5.1.3.

5.2 Experimental Realization

5.3 RF MOT Coil Design

While for typical MOTs the anti-Helmholtz coils are trivial to design, it is not the case for an RF MOT. For the CaF RF MOT, we needed to produce an axial field gradient of at least 10 G/cm RMS.
for loading the MOT, and as high as possible for compressing it. The difficulty comes about due to switching high currents at megahertz speed. This switching gives rise to a large inductive spike, which creates high voltages (we drive up to \(200,000,000\) A/s, so the inductance should be on the order of \(\mu\)H). These high voltages can then create high electric field which can cause mixing of states with opposite parities and decays to states not repumped in the cycling scheme used. The high frequency also means the skin depth is very small, which causes additional heating in the coils. Thus, one can optimize for the lowest inductance while keeping the current low enough to prevent excessive heating. The coils are small, order inches, and situated inside the vacuum chamber to minimize the inductance and arcing risks. However, this placement complicates the heat management.

While many iterations of the MOT coils took place, we will primary discuss the coils that were used in making a 3D MOT. The previous coils used to make the 1D MOT had a smaller inner diameter (ID) of 15 mm. A spiral coil with a wire width of 1 mm was mounted on a 1.5 mm thick alumina substrate. Each side had 12 turns with the boards spaced by 16 mm.

The 3D MOT coils, Figure 5.2.1, consist of two pairs of OFHC copper spirals which were photo-chemically etched (Newcut), each mounted on each side of two alumina boards with ceramic adhesive (Cotronics 940). Each coil is \(1/32\)” thick and has 8 turns with a coil width of \(0.03\)” and a gap of \(0.02\)” and an ID of \(1.4\)”. The spacing between the coils is \(1.6\)”. These coils create a field gradient of 10 G/cm with 4.6 A.

At RF frequencies, due to eddy currents within a conductor, the current in a wire is localized to the surface with a thickness called the skin depth. The skin depth is defined as

\[
\delta_s = \sqrt{\frac{2}{\omega \mu \sigma}} \tag{5.6}
\]

where \(\omega\) is the frequency, \(\mu\) is the permeability, and \(\sigma\) is the conductivity. The skin depth of copper
Figure 5.3.1: Simulation of the heat dissipation in the RF Coils at 1 MHz. Due to the small skin depth at this frequency, the current is localized to a thin 65 μm layer, drastically increasing the heat dissipation of the coils.

At 1 MHz is only 65 μm. This means that the resistivity goes up substantially since only a small fraction of the cross-section is responsible for carrying the current. Figure 5.3.1 shows the power loss in a simulation of the MOT coils at 1 MHz.

When driving the coils with 15 g/cm RMS, each coil generates nearly 50 W of heat - proper heatsinking was critical in the UHV chamber to prevent high outgassing rates as well as preventing thermal runways and changes in impedance matching. The alumina boards which mount the coils were attached onto two copper rings, which was connected to two 0.5” copper feedthroughs. A gold foil layer was added between the clamp and the feedthrough to increase thermal conduction. These copper feedthroughs were water cooled on the outside of the MOT chamber.

The thermal performance of the system was verified with a thermal imaging camera, shown in Figure 5.3.2. One can see fairly large gradients which arise from the limited thermal conductivity of alumina (25 W/(m K)). In future design aluminum nitrite (200 W/(m K)), which has almost an order of magnitude higher thermal conductivity, may be used. Figure 5.3.3 shows thermal sim-
Section 5.3.1 Eliminating the Electric Field Remixing

To eliminate any RF electric fields, which would mix opposite parity states of the \( \Lambda \)-doubled \( \Lambda \)-state, \( J = \frac{1}{2}(+) \) and \( J = \frac{1}{2}(-) \) (Figure 5.3.4), split by 1.3 GHz, we use symmetric amplifiers. This prevents unwanted decay to the dark \( X(N = 0, 2) \) rotational states. Previous RF molecular MOTs [95] required microwaves to remix these dark states, which reduced the overall scattering rate due to coupling of additional ground states, or complex winding patterns [146] which only reduced the electric field. The problems can most clearly be understood by considering the electric potential which is being applied on the MOT coils when driving a sinusoidal current through the coils. A large voltage is created due to the inductance of the coils. The voltage on the input of the

\[ V = \frac{L}{R} I \]

1AlN is very difficult to machine. It is possible to use machinable ceramics such as Shapal\textsuperscript{TM}, which has nearly as high thermal conductivity as AlN.
Figure 5.3.3: Thermal simulation of the cooling of the MOT coils with (a) aluminum nitride ($\Delta = 50$ K) and (b) alumina ($\Delta = 300$ K).

coops is the highest and the output is the lowest. If both anti-Helmholtz coil are connected in series, then the first coils will have a net positive voltage with respect to the second coils. This net potential difference between the top and the bottom creates an electric field, which is found at the center on the MOT. Figure 5.3.5 shows the potential and field from driving the coils in series.

This electric field causes a remixing rate $\tau_{Mix} = \frac{4 \times \omega_\Lambda^2 + \Gamma/4}{R_{scat} (d_A E / 3)^2}$ (5.7)

where $\omega_\Lambda = \frac{1}{2} \Lambda$ doubling splitting = 650 MHz, $d_A = \text{A state electric dipole moment} = 4.1 D$, and $R_{scat} = 1.4 MHz$.

For the original 1D MOT coils run at 1 MHz with a 12 G/cm field, an electric field of 2000 V/m translates to a lifetime of 2.7 ms. For the new larger 3D MOT coils, at 1 MHz with 5.4 A to give 12 G/cm, leads to a 13000 V/m field, or a 0.07 ms lifetime. With a semi modified wiring of half the top coil, bottom coil, rest of the top coil, the field is reduced to 3000 V/m, which is still only
Figure 5.3.4: Mixing of opposite parity states caused by an electric field, in blue. This mixing causes decays to opposite rotational states which are not repumped.

1.4 ms. By contrast, using the parallel wiring there is only around 10 V/m, Figure 5.3.6, which gives a lifetime of 130 seconds. At this point the lifetime will be limited by other factors, such as losses to higher vibrational levels or collisions with background gas.

5.3.2 High Power Drivers and Impedance Matching

To produce the field gradient necessary for the RF MOT, we use two RF amplifiers (ENI 550L) each producing \( \sim 150 \) W (one for each pair of coils), resulting in a field gradient of 14 G/cm RMS at \( \sim 1.4 \) MHz. To match the impedance of the coils to that of the amplifier, we used an LC impedance matcher, shown in Figure 5.3.7. The impedance matcher consists of an air core inductor and high voltage capacitors. No ferrite core was able to produce high enough Q-factors and not catch on fire. Vacuum variable capacitors are used to tune the capacitance because they are resistant to arcing and melting at the voltages and currents used. Fixed high voltage doorknob capacitors are used to increase the capacitance beyond the tuning range of the vacuum variable capacitor. The impedance
CHAPTER 5. MAGNETO OPTICAL TRAPPING OF CAF

Figure 5.3.5: Electric potential and field generated by the MOT coils. Simulation is run at 1 MHz, 5.4 amp, 8 turn wire. The electric field in the center of the MOT is 13000 V/m.

Figure 5.3.6: Electric potential and field generated by the MOT coils in parallel. Simulation is run at 1 MHz, 5.4 A, 8 turn wire. The electric field in the center of the MOT is 10 V/m.
5.4 MOT Detection

The molecules in the MOT are detected via their fluorescence ($X \rightarrow A$ transition at 606 nm), which is simultaneously recorded on both a PMT and an EMCCD for time and spatial information, respectively. A multi-lens objective in front of both devices is used to image and spatially filter the MOT fluorescence. The signal to noise is limited by background scattered light. Due to this, we went to great lengths to decrease the scattered light to be maximally sensitive to a very small MOT signal.

5.4.1 Scattered Light Reduction

One of the primary motivations for moving to the large 3D MOT coils was to increase the distance between the MOT beams and the MOT coils. Everything in the chamber, including the coils, was

matcher is housed inside of a metal case to shield it from leaking noise across the entire lab. BNC cables with high shielding are used to deliver the current to the coils. The impedance matcher when properly tuned has a voltage standing wave ratio (VSWR) of 1.2 (21 dB return loss) at the desired 1.4 MHz.

**Figure 5.3.7:** (a) Impedance matching circuit diagram for 3D MOT coils. (b) Built circuit.
blackened to reduce stray light. Various method of blackening exist. Appendix C gives a comparison of various blackening methods and outgassing measurements. Due to good performance and ease of application, we opted to cover everything in the chamber with MH2200 paint from Alion. This is UHV compatible silica-based paint which is nonconductive. Figure 5.4.1 shows the 1D and 3D MOT coils before and after blackening.

Figure 5.4.1: Blackening of MOT coils to reduce scattered light. (a) Old 1D MOT coils before and after blackening. (b) New 3D MOT coils before and after blackening.

Custom windows were also used to further decrease scattered light. Unfortunately, during the brazing process, most commercial UHV windows become covered with a thin layer of grime which causes high scatter, as seen in Figure 5.4.2(a). The DeMille group had solved this problem by gluing their own windows [147]. We did the same, with a 10-5 substrate (CVI PW1-2037-UV) coated with a 606 nm V coating (Thin Film Labs) on a CF to KF adapter. One very important thing to note is that after the AR coating run, the windows should be re-cleaned prior to gluing. It is exceedingly difficult to clean the inside of the windows properly after gluing. We tried various types of glue to be able to bake the chamber. One candidate, Epotek 353ND can operate at temperatures up to 250 °C. Unfortunately, it requires a minimum cure temperature of 80 °C, and 150 °C for full strength, according to the specification sheet. When we tried curing at these temperatures, large stresses formed in the window, Figure 5.4.2(b/c). We then tried to do a two-part cure, first at 55 °C,
and then a post cure at 80 °C. After curing with this process, all eight windows held vacuum². Later on, we had to replace these windows and switched to a lower temperature epoxy. We found that the use of Epotek 302-3M was much easier to use as it is able to cure at room temperature. These glued windows reduced our scattered light by nearly an order of magnitude over commercial windows, Figure 5.4.2(d).

5.4.2 MOT Imaging System

The imaging system underwent many iterations, from first having to detect both 331 nm and 606 nm florescence, but without much care given to resolution, to imaging both the MOT and an ODT 40 μm in size simultaneously. This final iteration is shown in Figure 5.4.3. With it we are able to image both the 780 nm light from an ODT or tweezer as well as the MOT/molasses after 30 ms drop times. This large field of view is very important for measuring low temperatures. The camera used is a Luca R EMCCD and the PMT is a Hamamatsu R7600.

²While the Epotek 353ND windows never cracked while under use, even with several vacuum cycles, after they were removed and sat on a shelf for about two years, they had all cracked. It is not clear what caused this, but something to be aware of.
Figure 5.4.3: Luca imaging system for the MOT and ODT. This imaging system has a wide field of view and is nearly diffraction limited. The pixel size of the Luca R camera is 8x8 μm. The system is able to image both 780 nm light, for ODT/tweezer positioning purposes, as well as 606 nm fluorescence from the MOT and ODT. Note there is a chromatic shift between the two wavelengths which shifts the focus slightly. Bottom right: Image of the 780 nm light.
5.5 Lasers

The MOT is operated on the \( X^2\Sigma^+ \rightarrow A^2\Pi_{1/2} \) transition. All of the addressed transitions are shown in Figure 5.5.1. RF sidebands produced by a series of acousto-optic modulators (AOMs) address all hyperfine transitions. This is done with what is referred to as the hyperfine board, shown in Figure 5.5.2. This allows us to set the polarization and frequency of each hyperfine component independently, allowing the use of the optimal polarization scheme for both the DC and RF MOTs. It also allows us to change the relative powers and frequencies need for \( \Lambda \)-cooling, discussed in later chapters. At full power, each MOT beam contains 60 mW of \( X(v = o) \rightarrow A(v = o) \) light and 80 mW of \( X(v = 1) \rightarrow A(v = o) \) light.
5.5.1 606nm OPO Laser ($X(\nu = 0) \rightarrow A(\nu = 0)$)

The $X(\nu = 0) \rightarrow A(\nu = 0)$ light is generated by an Acculight Argos SF OPO. This is an monolithic MgO:PPLN OPO-SFG system which is pumped with a 15 W 1064 nm IPG fiber laser. The 1064 nm light is split into two IR photons, at 1407 nm and 4365 nm, in an OPO. The longer wavelength photon is dumped and the other is then recombined with a 1064 nm photon in an SFG process to generate 606nm light. Unfortunately this laser is little more than an overpriced price of junk. The fundamental issue is that the laser relies upon a cavity to ensure the OPO process and SFG process happens for a single wavelength only. While the laser appears to be single frequency if looked at on a wavemeter, it is far from it when monitored on a high finesse cavity, Figure 5.5.3(b). The laser is very often multimode, and these additional frequencies can easily destroy the MOT. Many hours were wasted due to this unknown behavior early on, with the experiment working for a few hours,
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**Figure 5.5.3:** (a) OPO locking setup. An EOM adds sidebands to the laser which enters a scanning Fabry-Perot cavity. The OPO is locked in transmission by demodulating the light that makes it through the cavity with the sideband frequency. The RF portion is amplified, mixed, and low pass filtered to create an error signal. This error signal is then locked with a home built PID lockbox and fed back to the piezo of the OPO. The wide bandwidth tuning is done by the wavemeter/LabVIEW which moves the cavity to the desired wavelength and provides the long term locking feedback. (b) OPO spectrum when multimode on a high finesse cavity.

then not working, and some days not working at all. The OPO must also be continuously purged to prevent absorption of a water line at the infrared wavelength used. The wavelength of the laser drifts so quickly when not locked, that the wavemeter PID feedback (10-20 Hz) from the wavemeter is too slow to lock the laser to less than the 10 MHz level. As a result, an analog prestabilization step was added to the OPO, where by the laser is first locked to a scanning cavity which provides a short term reference. The locking scheme is detailed in Figure 5.5.3(a). When the laser is single mode, it has a narrow linewidth, but it may not 30 seconds later. The selling point of this laser was that it was fairly tunable. However, because Acculight used the wrong glue inside the cavity heater, the range is far more limited. If one wants tunability (and a always single mode laser), an 899 Dye laser is far superior and more reliable. If one simply wants a narrow linewidth laser with high power, a Raman fiber amplifier should be used. These are cheaper and deliver much higher powers at 606 nm. I have been told that Acculight no longer sells the visible OPO-SFG modules, probably for a good reason...
Figure 5.5.4: 628 nm SFG system. With 10 W of 1053 nm and 10 W of 1559 nm light, 7+ W of 628 nm light is produced. The SFG crystal is held at 63.77 °C.

5.5.2 628 nm Dye and SFG Lasers ($X(v=1)\rightarrow A(v=0)$)

The $X(v=1)\rightarrow A(v=0)$ light for both the MOT and the slowing repump was generated until recently by two Coherent 899 dye lasers. These lasers are amazingly versatile, producing up to several watts of power tunable throughout the visible spectrum. Appendix D gives a guide to how these lasers work and some tips and tricks. Recently we replaced both of our dye laser with a single SFG system due to other experiments needing our dye laser and the ability to produce higher powers with the new system. The layout of the system is shown in Figure 5.5.4. This SFG system uses a periodically poled non linear crystal to achieve quasi-phase matching, the periodicity of which can be tuned using temperature. Since the nonlinear coefficient of lithium niobate is anisotropic, the polarization of the light should match this crystal axis. The crystal used is a doped MgO:PPLN with an effective nonlinear coefficient of 14 pm/V. The 5% MgO doping increases the resistance to photorefractive damage significantly. For optimal SFG efficiency, the light should be focused such that the ratio of crystal length to confocal parameter ($2 \times$ Rayleigh range) is a factor of 2.84 (Boyd and Kleinmann model [148]). The optics were setup to achieve close to this condition, but slightly
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off in favor of slightly larger beams. This was done to reduce the risk of crystal damage. The system is pumped with two 10 W fiber amplifiers at 1053 nm and 1559 nm, and produces up to 7.5 W of 628 nm light.

5.5.3 628.5 nm Injection Locked ECDL Lasers ($X(\nu = 2, 3) \rightarrow A(\nu = 1, 2)$)

The light for the $\nu=2$ and $\nu=3$ repumpers is generated by two injection locked pairs of ECDLs. To hit the desired wavelength, one needs to cool the laser diodes slightly. This was originally done with a homebuilt -40° C ECDL using the HL63133DG diode ($\lambda = 638$ nm, $P=170$ mW). We found it beneficial to replace this with a HL63163DG ($\lambda = 633$ nm, $P=100$ mW) since it did not have to be cooled as much. We also replaced all of the ECDLs to unibody Steck design ECDLs [149]. This dramatically increased the stability of the lasers, allowing them to remain locked for days rather than ~hour time scales. Both lasers have injection locked pairs to increase the power of the system. This allows us to run the seed ECDLs at lower current, increases their long-term stability and reliability. These lasers are then combined into a single polarization to go through a hyperfine EOM. This method of combination is highly inefficient. A future experiment with more optical access would be able to send two independent beams into the MOT chamber with higher power and without the need of the injection locked pairs.

5.6 1D MOT

Before directly looking for a 3D MOT of CaF, we first looked at a 1D MOT. To ensure the MOT coils were properly wired and producing the desired gradient in the chamber, we began by looking at the fluorescence of the molecular beam with the coils turned on. The large magnetic field, much

\footnote{Avoid NP lasers at all cost. It took 10 months for them to deliver a 1559 nm laser with a lead time of 3 months and it which never reached the specified power of 10 W, even after shipping it back twice.}
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Figure 5.6.1: Zeeman detuning of the molecular beam. (a) Molecular beam illuminated with the z beam with no field. (b) Molecular beam detuned with the anti-Helmholtz MOT coils. (c) Magnetic field profile over detection area.

Figure 5.6.2: Atomic MOTs. (a) Erbium DC MOT (b) Ytterbium DC MOT (c) Ytterbium RF MOT

larger than the MOT field, allowed us to Zeeman detune the molecules away from the center out of resonance, as shown in Figure 5.6.1. We also made a few atomic MOTs to ensure that all of the beams for the 3D MOT were well aligned, shown in Figure 5.6.2. In doing so we also found an error in the optics. Namely that circular polarized light is not an eigenvalue of a 45 degree mirror. This means that to create clean circularly polarized light, the waveplate should be the last element before the MOT. We had hoped to avoid this since the waveplates were a large contributor to scattered light into the MOT chamber due to their relatively poor surface quality⁴. Optimization was also much easier as the atomic MOT could be seen in a single shot. (This would not be the case for CaF for
quite some time).  

With the optics correctly ordered, we then looked for deflection of the molecular beam. We sent a single transverse beam into the MOT chamber and looked at the fluorescence downstream to verify we could apply forces on the molecules and detect it. The setup and transitions addressed are shown in Figure 5.6.3. Figure 5.6.4 shows the the deflected molecular beam downstream. The observed deflection corresponds to around 300 scattered photons.

We then looked for magneto-optical compression of the molecular beam. For this we use the $X(v = 0) - A(v' = 0)$ transition along with one vibrational repumper. When red detuned, the transverse beams Doppler cool the beam. The addition of a magnetic field gradient allows not just cooling, but compression of the molecular beam. With an RF MOT, we expect the compression to occur when the polarization and field gradient are in phase, while when out of phase, anti-compression should be present. By observing the molecular beam downstream from the 1D MOT region, we were able to observe these changes in the molecular beam width.

---

Footnote: Foctek’s optically contacted waveplates exhibit much less scatter than Thorlabs waveplates.
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Figure 5.6.4: (a) Molecular beam imaged 39 cm downstream of the aperture. Imaging beam is vertical. The molecular beam width is the distance from top to bottom. (b) Deflection of the molecular beam with a single beam in the MOT region.

We then turned on the RF coils and search for a phase (between the magnetic field and polarization) dependent force. Figure 5.6.5 shows the width of the molecular beam as set by the upstream aperture. In the absence of the magnetic field, Doppler cooling (heating) is observed with red (blue)-detuning of lasers. The direction of the magneto-optical force is seen to reverse with blue-detuning of the lasers compared to the case with red-detuning as expected. The data was fitted to a Monte-Carlo simulation, Figure 5.6.5. The solid lines of the simulation agree with scattering 150 photons, which corresponds to a photon scattering rate of 2 MHz. This agrees with the expected scattering rate based on the measured laser powers and transition strengths.

At a detuning of 7 MHz, the optimal compression is achieved with a magnetic field gradient of 7.3 Gauss/cm. Several other field gradients were tested but the compression effects were significantly reduced compared to the optimal gradient. This is due to the small hyperfine splitting of CaF which leads to level crossings between magnetic sublevels of different hyperfine states around the 5 Gauss level. This increases the probability of scattering anti-confining photons, and thus weakens the compression effect.
Figure 5.6.5: (a) 1D MOT phase vs beam waist. The black line shows the no field width (Doppler cooling). Each point has a few hundred averages. The measured beam profiles are fit using super-Gaussian functions of order 4 with their amplitudes, beam widths, and centers as free parameters. (b) Magneto-optical compression for both blue and red detuned light centered about the Doppler heating and cooling widths. The sign of the compression versus phase is flipped.

From the 1D MOT, we could estimate that an on-axis molecule would have a capture velocity for the 3D is about 10 m/s. With a 3D MOT Monte-Carlo simulation of trap loading we find that the capture velocity averaged over all transverse positions of the trap is about half of the ideal on-axis estimation, resulting in an effective capture velocity of about 5 m/s for the molecular beam as a whole.

5.7 3D MOT

After realizing the 1D MOT, we installed the new SF₆ source (see Chapter 3), switched to slowing on the X-B transition (see Chapter 4), and installed the new larger RF MOT coils into the vacuum chamber. We began by first verifying that we could see slow molecules down to about 30 m/s (We no longer had an in-vacuum lens so we could not see molecules much slower than this). We also first looked for a DC MOT rather than the RF MOT as that had less parameters which had to be adjusted.
(namely the lack of the phase between the field and polarization). The initial search for the MOT used a PMT where we looked for a decaying signal of trapped molecules. The experiential layout is shown in Figure 5.7.1.

We saw our first 3D MOT signal when we significantly extended the slowing duration. Based on our slowing data, it seemed like molecules traveling at around 10 m/s would arrive about 5-7 ms after the slowing light was turned on. It became clear that whatever population we were monitoring with our slowing detection was not the one which was loaded into the MOT. Figure 5.7.2 shows a scan of the slowing duration the molecules loaded into the MOT. The optimal slowing time of 16 ms was almost three times longer than what we had seen as the arrival time of 10 m/s molecules. The most logical explanation of this is that the capture velocity of this original MOT was much lower than we though, probably closer to 2-3 m/s level. This was mostly likely due to the fact that the MOT was far from optimized at this time (polarizations⁵, MOT beam alignment, and gradient were not optimal).

⁵To reduce the effect of reflected light adding scatter, the quarter wave-plates were angled slightly in the retro-reflected arms. This unfortunately made them no longer act as perfect quarter wave-plates. Straightening them increased the MOT lifetime and the number loaded by about a factor of two.

Figure 5.7.1: Experimental layout for the 3D MOT.
The MOT beams have a $1/e^2$ diameter of 11 mm; the beam profiles are shown in Figure 5.7.3. The peak intensity driving the $X(\nu = 0) \rightarrow A(\nu = 0)$ transition at the center of the MOT is $I_0 \equiv 750$ mW/cm$^2$. The intensity among hyperfine components are distributed by degeneracy, hence $5,3,1,3$ for $F=2,1,0,1$ respectively. We checked this dependence by looking at the fluorescence of the molecular beam, as shown in Figure 5.7.4. Attenuating the intensity of the $F=0$ beam by a factor of 4 has nearly no effect, while attenuating the $F=2$ states does.

Initially insufficient gradients cause very odd shaped MOTs initially. Increased gradients helped both the loading of the MOT and the density, Figure 5.7.5.

After characterizing the DC MOT, we switched to the RF MOT. At this point, the MOT beams
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Figure 5.7.4: (a) Effect of the molecular beam fluorescence when attenuating various Hyperfine components. The observed effect is consistent with the fact that the intensities should be distributed by the number of $m_F$ states rather than evenly among $F$ states. (b) Effect while looking at the 3D MOT fluorescence.

Figure 5.7.5: (a) MOT fluorescence vs various MOT gradients. (b) Images of the MOT with the various gradients plotted in (a).
were better aligned, and the RF MOT gave a higher capture velocity than the DC MOT. This translated into an optimal slowing duration was around 10 ms, Figure 5.7.2, much closer to what we had seen from our slowing optimization.

The MOT lifetime was determined by measuring the decay of the fluorescence on the PMT. Decreasing the intensity of the MOT beams, and thus the scattering rate, increased the MOT lifetime inversely proportionally to the scattering rate. We found a MOT lifetime of $\tau = 20$ ms at high intensity without repumping the $v=3$ state, in line with expectations based on CaF’s Franck-Condon factors. Adding a $v = 3$ repump laser, we find a lifetime of $\tau = 85$ ms, Figure 5.7.6. We found that DC and RF MOT have roughly equal lifetimes at the same scattering rate, confirming the electric field in the RF MOT is suppressed to a level less than one tenth of the decay rate into $v = 3$, as expected from the use of the symmetrical amplifier configuration.


5.8 Comparison of an RF versus a DC MOT of CaF

With the ability to create both an RF and DC MOT, we could directly compare the performance of each. It should be noted that the MOT may have been improved since some of these measurements were taken, due to improvements in beam alignments, frequency, cancellations of stray fields, etc.

The trap frequency and damping constant were determined by recording the position of the molecular cloud following a 1 ms pulse with the slowing beam (Figure 5.8.1). At a gradient of 14 G/cm and the MOT beams at an intensity of \( I_0 \), the molecular cloud in the DC MOT oscillates in an underdamped fashion at \( 2\pi \times 56(2) \) Hz with a damping coefficient of 161(20) s\(^{-1}\). The RF MOT with a 14 G/cm RMS field gradient oscillates at \( 2\pi \times 59(2) \) Hz and a damping coefficient of 58(10) s\(^{-1}\).

The temperature of the MOT was determined by time-of-flight (TOF) expansion (Figure 5.8.2). The MOT beams and magnetic field are turned off for varying lengths of time, \( \tau_{\text{TOF}} \), followed by a 1 ms MOT laser imaging pulse. A laser intensity of \( I_0/32 \) is used to reduce any heating effects during imaging. This also ensures we image the MOT below saturation. We fit the radial and axial
temperatures to a 2D Gaussian with the difference of initial and final widths after expansion,

\[ \sigma^2 - \sigma_0^2 = k_B T \tau_{\text{TOF}}^2 / m_{\text{CaF}} \]  

(5.8)

The temperature is then \( T_{\text{radial}}^{2/3} T_{\text{axial}}^{2/3} \).

The high temperatures measured of the MOT can be explained by a Sisyphus heating mechanism as described in more detail in the following chapter. To achieve lower temperatures and higher densities, while maximizing the number of trapped molecules, we load our MOT at full intensity and hold until any initial oscillation damps out. We then ramp down the intensity of the \( X(v=0) \rightarrow A(v=0) \) transition over 15 ms and hold for 10 ms to ensure thermalization at the lower intensity. In the DC MOT, we find the temperature decreases with decreasing intensity from \( T = 5 \, \text{mK} \) to \( T = 560(110) \, \mu \text{K} \) at \( I_0 / 64 \). At lower intensities, the cloud size rapidly grows due to the limited restoring force (Figure 5.8.4). The RF MOT reaches lower temperatures than the DC...
CHAPTER 5. MAGNETO OPTICAL TRAPPING OF CAF

Figure 5.8.3: MOT temperature vs MOT beam intensity following as 15 ms intensity ramp and 10 ms of holding.

Figure 5.8.4: (a) MOT size (Gaussian rms width) vs MOT beam intensity following as 15 ms intensity ramp and 10 ms of holding. (b) Images of the before and after the intensity decrease showing the increased in density.
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<table>
<thead>
<tr>
<th></th>
<th>RF</th>
<th>DC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>$1.1 \times 10^5$</td>
<td>$0.7 \times 10^5$</td>
</tr>
<tr>
<td>Minimum Temperature</td>
<td>340 μK</td>
<td>560 μK</td>
</tr>
<tr>
<td>Minimum Size</td>
<td>0.9 mm</td>
<td>1.2 mm</td>
</tr>
<tr>
<td>Peak Density</td>
<td>$7 \times 10^6$ cm$^{-3}$</td>
<td>$2 \times 10^6$ cm$^{-3}$</td>
</tr>
</tbody>
</table>

Table 5.8.1: Optimal MOT properties when loaded with whitelight slowing and no compression stage.

MOT. At $I_0/128$, $T = 340(20)$ μK, close to the Doppler limit of 200 μK (Figure 5.8.3).

In order to estimate the number of molecules in the MOT, we measured the scattering rate by shuttering the $X(\nu = 2) \rightarrow A(\nu = 1)$ repump and monitoring the decay of fluorescence as the molecules were pumped into $\nu = 2$. With a MOT beam intensity of $I_0$, we find a scattering rate of $1.7(1) \times 10^6$ s$^{-1}$ and determine a peak MOT number of $7(2) \times 10^4$ molecules for the DC MOT and $1.1(3) \times 10^5$ molecules in the RF MOT, saturating with field gradient around 12 G/cm RMS. Following a ramp down to $I_0/32$, we retain $\sim 90\%$ of the molecules, with a peak density in the RF MOT of $n_0 = 7(3) \times 10^6$ cm$^{-3}$.

Table 5.8.1 give a comparison of the RF vs the DC MOT loaded with whitelight slowing and no additional compression. While improvements have been made since to the MOT, as discussed below, no systematic comparison between both the RF and DC MOT was undertaken. On average the RF MOT is about an order of magnitude denser than the DC MOT. This is fairly easy to understand as in the DC MOT, the only restoring force is coming from the top most F=$2$ state, while in the RF MOT, all the states contribute. This can be verified experimentally by operating the DC MOT with opposite polarization for the F=$1$- or F=$0$ state. No noticeable difference is seen, confirming the fact that these states do not contribute substantially to the force of the MOT. The typical powers in each MOT beam is shown in Table 5.8.2.
### Table 5.8.2: MOT beam powers for a typical day after the AOM for sub-Doppler cooling was added.

<table>
<thead>
<tr>
<th></th>
<th>MOT Main (mW)</th>
<th>v=1 Repump (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F=2  F=1+ F=0 F=1-</td>
<td>F=2  F=1+ F=0 F=1-</td>
</tr>
<tr>
<td>X</td>
<td>10.1  9.75  4.7  7.1</td>
<td>10.1  38.0  6.6  7.9</td>
</tr>
<tr>
<td>Y</td>
<td>9.8   10.3  4.7  7.4</td>
<td>10.52  15.4  6.5  21.4</td>
</tr>
<tr>
<td>Z</td>
<td>11.1  9.6   4.6  7.3</td>
<td>16.9   24.6  4.1  13.3</td>
</tr>
</tbody>
</table>

5.9 **Detailed Characterization of the CaF MOT**

Here we discuss the many optimization scans we did for the MOT parameters. Scanning the frequency of the X($v=0$)→A($v=0$) transition showed a maximum MOT fluorescence signal at a detuning Δ = −8 MHz from the transition center frequency and a FWHM of ~7 MHz. Similar scans of both the first and second repump lasers showed peaks at Δ = 0 MHz from their centers, with FWHMs of 30 and 40 MHz respectively, Figure 5.9.1.

**MOT vs Power**

The MOT number as a function of the main line $v=0$ light saturates at around 2.5 mW for our MOT beam size, Figure 5.9.2(a). The $v=1$ beams requires a similar amount of power, Figure 5.9.2(b). The lifetime of the MOT at a scattering rate of around 2 MHz is shown in Figure 5.9.3 for $v=2$ and $v=3$. 
**Figure 5.9.2:** (a) MOT number vs power for $v=0$. (b) MOT fluorescence vs $v=1$ power.

**Figure 5.9.3:** (a) MOT Lifetime vs $v=2$ power, without $v=3$. (b) MOT lifetime vs $v=3$ power, with $v=2$. 
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rampump power. The scattering rate in the RF MOT versus power is shown in Figure 5.9.5(a).

MOT vs RF Phase and Field Gradient

The number loaded in the RF MOT as a function of gradient is shown in Figure 5.9.4(a). The gradient required for loading is around 10-15 g/cm. Higher gradients begin hurting the MOT since level crossing among hyperfine states begin to occur. The number loaded in the MOT is also shown as a function of the phase of the field versus that of the light, Figure 5.9.4(b). For the optimal MOT loading, the phase needs to be stable to around ±10 degrees. If the relative phase of the current between the two coils is out of phase, electric fields also occur, which can substantially shorten the lifetime of the MOT.

Compression of the RF MOT

The density of the RF MOT scales as the field gradient to the 3/2, as shown in Figure 5.9.5(b). This can be derived from the trap frequency as follows,
Figure 5.9.5: (a) Scattering rate of the RF MOT vs MOT beam power. (b) Density of the RF MOT vs gradient. The fit shows this scales as gradient to the 3/2.

\[
\omega^2 \sim \frac{\Gamma g\omega_{\text{eff}}}{\Gamma (1 + s_{\text{eff}} + 4\Delta^2\Gamma^2)^2}
\]

\[
\omega = \sqrt{\frac{k_B T}{m\omega^2}}
\]

\[
\omega \propto A^{1/2}
\]

While large improvements are attainable in the future, improvements to the RF amplifiers and heat dissipation are required.

MOT vs In-cell Absorption

While one may naively expect that some knowledge may be gained from the in-cell absorption signal as to the number of molecules that may be loaded into the MOT, there is no correlation of any form (yes, even seemingly no incell absorption can lead to a MOT). Figure 5.9.6 shows some examples of incell absorption and MOT fluorescence. This should be something that is kept in mind when first searching for a MOT. It is possible that the lack of a MOT may simply be due to the spot on the target which is being ablated (factors of 100× are common depending on the spot ablated). The
Figure 5.9.6: In-cell absorption vs MOT signal. No other parameters were changed besides the ablation spot hit. Nearly a factor of 100x exist between “magical spots” and “bad spots”.

creation of these “magical spots” and “bad spots” are more pronounced when the target has been ablated for a while. However, the MOT signal from these “magical spots” are often better than the anywhere on a new target.

5.9.1 Helium Pressure Management

The MOT chamber pressure is at $2 \times 10^{-8}$ Torr when the buffer gas flow is on and rises slightly when the laser ablation takes place. To prevent the helium buffer gas from limiting the MOT lifetime, a shutter was installed in-vacuum between the output of the source and the MOT. It is opened for 8 ms following ablation, prior to molecule slowing. The shutter initially used was a Uniblitz VS14S1To-ECE. This was rated at 1 million shots MTBF. In the first iteration the coil burned out quite quickly as it was not properly heat sunk. This was fixed, Figure 5.9.7, and over the course of a few more of these shutters, we found that they would fail around one to two million shots. The method of failure was always the same. One of the blades would get stuck open, at first intermittently, and finally permanently. This is due to the design of these Uniblitz shutters. The shutter blades have a raised
Figure 5.9.7: UHV Shutter. The shutter is thermally heatsunk with some brass washers to the aluminum beam box. Underneath the coil, a layer of indium foil also increases the thermal heat transfer. Finally, Torr-Seal is added to prevent the copper sheet from separating from the coil and a thermistor is added.

triangular back which hits a rubber stopper when the blades are opened. Overtime the metal clip holding this rubber stopper slowly gets pushed up, allowing the blade to become logged underneath the stopper. We found that prebending the shutter stopper down helped, thereby work-hardening the metal clip and delaying this failure mechanism. Eventually we move to the VS14E1To-ECE driven with the D88oC driver. This is a constant current driver rather than a capacitive discharged one. This seems to dramatically increase the shutter lifetime to around the 10 million shot level. However, failures still occurred, sometimes in dramatic fashion. The D88oC driver has no output protection and at some point, failed to properly regulate the current it was delivering to the shutter. This caused the encapsulated coil to vaporize and coat the inside of the beambox with burnt epoxy. A thermistor and temperature interlock have now been added to prevent this failure mode from reoccurring. Torr-Seal epoxy was also added to the copper wrap around the coil to prevent it from separating and causing a thermal runaway. With the shutter in place, the MOT chamber pressure is $2 \times 10^{-9}$ Torr with spikes when the shutter opens. The pump out time of the chamber was simulated in Molflow+ and found to be under 100 ms, Figure 5.9.8. This matches the timescale measured by the ion gauge in the MOT chamber.
5.9.2 DOUBLE LASER SLOWING

We recently added a second slowing laser which we combine with the original one with opposite polarization, shown in Figure 5.9.9. We also no longer fiber couple the slowing lasers over to the experiment, gaining us nearly another factor of two in power. With the two improvements we have nearly four times the original slowing power. As explained in the previous chapter, the shorter the slowing time, the more molecules that can be loaded into the MOT. The higher slowing power allowed us to ablate at higher energies which lead to a larger MOT signal. Now only 4-5 ms of slowing is required for the optimal MOT signal. This also allowed us to switch from the two-stage cell to a one-stage, taking advantage of the higher flux. The result was a factor of about 10 in molecules loaded into the MOT.
Figure 5.9.9: Dual laser slowing optics. The two slowing beams are labeled as 1 and 2.
Optical Trapping and Sub-Doppler Cooling of Molecules

Having realized a MOT, the focus shifted to cooling the molecules further and loading them into a conservative trap. This was done in parallel, with our ability to optically trap molecules increasing every time an improvement in cooling was made. The parameter space for optimal cooling is vast and while simulations qualitatively reproduce the results seen, it is difficult to predict ahead of time what the optimal cooling parameters are. Here we first discuss two methods of sub-Doppler cooling:
6.1 Sub-Doppler Cooling

6.1.1 Theory of Grey Molasses Cooling

Since we cycle photons on an $F \rightarrow F$ or $F \rightarrow F - 1$ transition, where $F$ denotes angular momentum, for any polarization of light, dark states exist. There are two types of sub-Doppler cooling which can arise depending on the polarization. The first is $\text{lin} \perp \text{lin}$, which is the most commonly explained type of Sisyphus cooling, Figure 6.1.1. Due to the aforementioned dark states, the ground state manifold splits into both a bright and dark state. Because of the blue detuning, all bright states are always Stark shifted towards the upwards above the dark state. An atom or molecule in the ground state will move across this spatially varying potential. The atom/molecule will undergo motional coupling from the dark state to be bright state, ride up the potential hill, and be driven to the excited state when it will then decay back into the dark state. This cycle repeats itself, each time cooling the particle by an
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Figure 6.1.2: Grey molasses cooling of CaF. (a) Levels addressed for the grey molasses cooling. (b) Scan of temperature vs $F=1+$ power. (c) Scan of temperature vs $F=0$ power.

energy proportional to the height of the ac modulation, which depends on its polarizability. The brighter the cooling light, the higher the potential, but also the quicker the molecule gets optically pumped back into the dark state. This gives cooling for the \( \text{lin lin} \) situation. This is in contrast to $F \rightarrow F + 1$ systems that do not have dark states. Here, the explanation is a bit subtle, since selection rules also matter\[^{150}\]. For circular polarization, $\sigma^+ \sigma^-$, in the $F \rightarrow F$ or $F \rightarrow F - 1$ case, there is no spatial variation as the ac Stark shifts are constant and no cooling effect is present in 1D. However, in 3D, atoms/molecules will move through intensity and polarization gradients, recovering a spatially varying ac Stark shifts \[^{145}\], and hence the cooling force. It turns out that for transitions from $F \rightarrow F$ and $F \rightarrow F - 1$, both the \( \text{lin lin} \) and $\sigma^+ \sigma^-$ configurations provide exceedingly similar cooling forces, as calculated by Mike Tarbutt \[^{145}\].

The inverted angular momentum structure of CaF is similar to the D1-line in alkali atoms, and allows for this type of blue detuned cooling \[^{97, 151-155}\]. It should be noted that the multiple hyperfine states complicate this simple picture and allows for off resonant excitations. This sets a limit on the lowest achievable temperature.
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Figure 6.1.3: Magnetic field shim coil scans. The slowing remixing coil was turned on to 6.04 A. (a) North/South coil (b) East/West coil (c) Up/Down coil.

6.1.2 Grey Molasses Cooling of CaF

To perform sub-Doppler cooling on CaF, the MOT beams and the MOT magnetic gradient are switched off for 200 μs, during which time the laser is detuned to the blue, \( \Delta_{SD} \approx +3 \Gamma \) with a double pass AOM in a cat eye setup. The MOT beams, with polarization switching turned off, are then switched back on at full intensity, but without the \( F = 1+ \) component (Figure 6.1.2(a)), which can lead to heating as it is red-detuned relative to the \( F = 0 \) transition. Figure 6.1.2(b) shows the temperature of the molasses vs the power of the \( F=1+ \) component. Repumping out of \( F = 1+ \) is still accomplished, albeit at a reduced rate by off-resonant light that nominally addresses the \( F = 2 \) state. The vibrational repumpers for all the components are still on as the beams are switched off with shutters after dichroics in the 606 nm beam path. The magnetic field of the earth was nulled, to less than 0.1 G by minimizing the temperature of the molasses. Stray magnetic fields remixe the bright and dark states, reducing efficiency of the cooling. It should be noted that the field cancellation was repeated multiple times, since the lower in temperature we got, the more sensitive we became to this field. Figure 6.1.3 shows the square of the MOT diameter after a fixed expansion time, which is proportionate to temperature. These coils primarily cancel out the Earth’s field and the small residual field from the remixing coils in the slowing region. In a time of \( \sim 100 \mu s \), the molecules are cooled to 40 μK, much lower than the Doppler cooling limit of 200 μK.

We found that as we decreased the power of the \( F=0 \) hyperfine component, the molecules became...
The optimal sub-Doppler cooling was found to be with only F=2 and F=1- components on. This can also be explained by the fact that at the sub-Doppler detunings used (30 MHz blue), this component becomes red detuned of the $F = 1^-$. After this was done the lowest temperature reached with sub-Doppler cooling was $9 \, \mu K$, at a sub-Doppler detuning of 27 MHz, and F=2(F=1-) power of 16 mW (7.6 mW) per MOT arm. The cooling timescale, Figure 6.1.4, was measured to be similar to that for the unoptimized sub-Doppler cooling, with this low temperature reach under 2 ms. This rapid cooling is the most important part of the sub-Doppler cooling step. Since the molecules out of the MOT are at a relative high temperature ($300 \, \mu K$), they need to be cooled on a time scale fast enough such that the density does not decrease significantly.

We found that decreasing the power of the remaining two beams did not help when looking at the MOT size after a 25 ms TOF period, Figure 6.1.5. This could be from either slow cooling out of the hot MOT, or worse final cooling temperatures. The temperature versus sub-Doppler detuning is shown in Figure 6.1.6(a). We found that larger detuning led to colder temperatures. Going much beyond 35 MHz increased the cooling time and thus decreased the final density. The best sub-Doppler cooling in free space gave temperatures of $9 \, \mu K$, shown in Figure 6.1.6(b). This cooling is...
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Figure 6.1.5: (a) Temperature vs F=1- power. (b) Temperature vs F=2 power.

Figure 6.1.6: (a) Temperature vs sub-Doppler detuning. (b) TOF temperature measurement following sub-Doppler cooling with optimized parameters fits to a temperature of 9 μK.

done with full power for the F=1- and F=2 transitions as a sub-Doppler detuning of 35 MHz.

6.2 Λ-ENHANCED GREY MOLASSES COOLING

6.2.1 THEORY

Λ-enhanced grey molasses cooling combines grey molasses cooling with an additional cooling mechanism: velocity selective coherent population trapping (VSCPT) [156]. VSCPT relies on coherent dark states. It can be understood in a three level system, shown in Figure 6.2.1. For two circularly
Figure 6.2.1: (a) 3-level system exhibiting velocity-dependent dark states. Two ground states $|a\rangle$ and $|b\rangle$ are addressed separately by two counter-propagating laser beams. (b) $\Lambda$-cooling scheme of CaF. The cooling light consists of two components addressing the $F=2$ and $F=1$- hyperfine manifolds. The single-photon detuning for $F=2$ and two-photon detuning between $F=2$ and $F=1$- are denoted by $\Delta$ and $\delta$ respectively.

Polarized counter propagating beams of equal frequency, there exists a coherent dark state at zero velocity. This state is a superposition of the $|a\rangle$ and $|b\rangle$ states, where the transition amplitudes destructively interfere, forming the dark state. For non-zero velocities, the two beams are no longer at the same frequency due to opposite Doppler shifts, and thus the dark state no longer exists. This cooling can be characterized by a two photon detuning, $\delta$, which sets the velocity around which the cooling is centered. VSCPT cooling can reach very low temperatures, but is not efficient typically due to relying only on random walks to cool the population to zero velocity. By combining this cooling with grey molasses cooling, the cooling no longer realizes solely on a random walk, as the grey molasses provides a resorting force towards zero velocity and the VSCPT effect traps the atoms or molecules near zero velocity. Of course, this also means that the zero-velocity state is no longer as dark, raising the minimum temperature achievable by this type of cooling.
VSCPT was first demonstrated for helium \textsuperscript{[157]}, and Λ-enhanced grey molasses was first demonstrated on the D1 lines of alkali atoms \textsuperscript{[158]}, which features an $F \rightarrow F$ transition for grey molasses cooling and a second state used to create a coherent VSCPT dark state. In CaF, since our grey molasses was already only using two frequencies, we could easily implement this type of cooling by scanning the relative frequencies of our two cooling transitions. While coherent effects with more frequencies could also be tried, limiting the number of frequency components to two significantly reduces the parameter space to search. The grey molasses cooling had used hyperfine frequencies which were not matched to hyperfine interval of CaF due to historical reasons. We moved the relative hyperfine frequencies by about 2 MHz and began scanning for an effect on the temperature. Figures 6.2.3 shows the results. For all intensities used, Figure 6.2.3, we observe a temperature minimum near the two-photon resonance ($\delta = 0$), surrounded by a heating feature, which is more pronounced at lower intensities. This can be qualitatively explained by a 3-level model. Away from resonance, the VSCPT dark states that are formed are at a finite velocity given by $\delta/(2k)$. Molecules accumulate in these longer-lived states at higher velocities, resulting in a higher average kinetic energy.
Figure 6.2.3: Dependence of $\Lambda$-cooling in free space on various parameters. (a) Temperature versus intensity $I$ and two-photon detuning $\delta$ at fixed single-photon detuning ($\Delta = 2.9 \Gamma$) and hyperfine ratio ($R_{2,1} = 0.92$). (b) Temperature versus $I$ and $R_{2,1}$ with $\Delta = 4.4 \Gamma$ and $\delta = 0$. $R_{2,1}$ is shown on a logarithmic scale. (c) Temperature versus $\Delta$ and $I$ with $R_{2,1} = 0.92$ at $\delta = 0$. For all plots, $I$ was varied in steps of $I_0 = 6.8 \text{ mW/cm}^2$. 


Figure 6.2.4: Time of flight of the Λ-enhanced grey molasses.

We also observe that the width of the cooling feature increases with intensity, typical of VSCPT, where higher intensities increase the pumping rate into dark states. In a 3-level model, the bright state admixture scales as $(\delta/\Omega)^2$, $\Omega$ being the single-photon Rabi frequency. Features that vary as a function of $\delta$ should broaden with increasing values of $\Omega^2$. Since the intensity is proportional $\Omega^2$, these features are expected to broaden with intensity, in agreement with our observations. This also mimics the behavior seen in the alkali atoms.

Demonstrations of Λ-enhanced cooling of alkali atoms have shown optimal cooling when the ratio of the intensities between the hyperfine components was large $[158, 159]$. Which of the components was stronger, however, was not found to be crucial $[154]$. In molecules, the dependence on hyperfine ratio can be different because of additional nearby hyperfine manifolds. We thus explored the dependence of Λ-enhanced cooling on $R_{2,1}$, the ratio of $F=2$ light to $F=1$ light. In contrast to observations in alkali atoms, we observed a strong asymmetry with respect to $R_{2,1}$ (Figure 6.2.3(b)).
Optimal cooling occurs when $R_{2,1}$ is 0.5, at a total intensity of $I \approx 14$ mW/cm$^2$. Cooling is much reduced when $R_{2,1} \gg 1$. One possible explanation is that while the F=1- component is blue-detuned relative to all hyperfine states and always provides Sisyphus cooling, the F=2 component is red-detuned relative to the F=0 and F=1- states and can cause Sisyphus heating.

After optimization of the temperature with respect to the single-photon detuning $\Delta$ and the total intensity $I$, we are able cool the molecules to $4.0(5)$ μK in free space (Figure 6.2.4), about 9 times the recoil limit. We observe a slight dependence on $\Delta$ (Figure 6.2.3(c)), and optimal cooling is achieved at $\Delta = 3.9 \Gamma$, $I = 14$ mW/cm$^2$, $R_{2,1} = 0.92$, with an optimal two-photon detuning of $\delta_{\text{opt,fs}} = 0$. With the measured free-space density of $1.4(3) \times 10^7$ cm$^{-3}$, the corresponding phase space density is $1.4(4) \times 10^{-8}$.

Table 6.2.1 contains the typical powers in each MOT beam used for the $\Lambda$-cooling.

6.3 Optical Trapping

Transferring molecules into a conservative trap is important to be able to use the molecules in future experiments and can be used to increase both density and, with compatible cooling, phase space density. There are two main types of traps used in the cold atom community; magnetic and optical traps. While magnetic traps offer large volumes and high trap depths, they can only trap high field seeking states. By contrast optical trapping can trap molecules regardless of their internal state, assuming sufficient detuning. This is critical to studying ground state collisions between molecules.
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Figure 6.3.1: (a) Gaussian beam intensity profile transversely. (b) ODT beam profile measured at the focus.

It also allows for laser cooling of trapped samples, leading to enhancement in density and phase-space density as well as all optical routes towards quantum degeneracy, which can occur on much shorter time scales and be more efficient than evaporative cooling \[160\]. However, cooling in an optical trap can fail due to differential ac Stark shifts of the ground and excited states.

The polarizability of CaF was derived in chapter 2. We found that the trap depth scales as \(1/\Delta\) while the scattering rate scales as \(1/\Delta^2\). While further detuning will help lower the scattering rate, it comes at the cost of needing more power. There is also an experiential consideration which comes into play, which is the fact that very high power lasers (50 W+) tend to exist at 532 nm, 1064 nm, 1550 nm, and 10.6 \(\mu\)m.

Optical dipole traps are focused Gaussian beams, Figure 6.3.1, whose intensities follow

\[
I(r, z) = I_0 \left( \frac{w_0}{w(z)} \right)^2 \exp \left( \frac{-2r^2}{w^2(z)} \right)
\]

(6.1)

In the harmonic approximation, the relevant trap properties are:
For a fixed number of particles in the optical trap, the following scaling arise as a function of trap power, $P$, trap waist, $w_0$, and temperature, $T$.

\[ U_{\text{Depth}} \propto \frac{P}{w_0^2} \quad \text{(Trap Depth)} \]  
\[ \omega_r \propto \frac{\sqrt{P}}{w_0^2} \quad \text{(Radial Frequency)} \]  
\[ \omega_z \propto \frac{\sqrt{P}}{w_0^3} \quad \text{(Axial Frequency)} \]  
\[ n_0 \propto \left( \frac{P}{T} \right)^{\frac{1}{3}} \frac{1}{w_0^2} \quad \text{(Peak Density)} \]  

At high temperatures and low trap depths, as was the case in the first optical traps, this approximation breaks down and the full Gaussian potential must be considered. This was done with Monte Carlo simulations. For a $T/T_{\text{Trap}}$ of 0.25, the harmonic approximation overestimates the trap frequency by about 20%. For low trap depths, the effect of gravity must be taken into account.
6.3.1 1064nm ODT with Grey Molasses

We decided to optically trap CaF Molecules using 1064 nm light due to the availability of high power, low noise, single frequency fiber lasers. The apparatus for all initial optical trapping experiments is shown in Figure 6.3.2. Using a 1064 nm fiber amplifier (Nufern), we focused 12.7 W of single-frequency light to a beam waist of 29 μm. This produces a trap depth of 380(60) μK, with radial (axial) trap frequencies of \( \omega_r(\omega_z) = 2\pi \times 2.5 \text{ kHz} \) (21 Hz). The ODT light was reflected by a dichroic mirror that transmits the fluorescence of the molecules, but reflects the ODT beam either onto a beam dump away from the trapped molecules, or directly back to form a lattice.

The 1064 nm light is delivered to the experimental chamber via a photonic crystal fiber. A typical optical fiber cannot carry more than about 2 W of power due to several factors, including damage of the core, facets, and stimulated Brillouin scattering or SBS. SBS arises from the light coupling to phonon modes. These phonon modes generate an effective grating (density modulation) which reflects the light back. The effective gain of this SBS grows exponentially with the length of the fiber.
and the power sent into the fiber. At about 5-10 meters in length, this limits the power to on the order of 1-3 W. At shorter lengths, SBS no longer become a limitation and rather thermal damage of the fiber becomes the dominant failure mechanism. To get around these problems, we use a photonic crystal fiber (LMA-PM-15 with AlphaNov SMA-6 connector), in which a photonic structure guides the light over a large mode area (12.6 \( \mu \)m), allowing for high power capabilities. Fused silica end caps cover the input and output ends of the fiber to minimize the risk of damage from dust burning. Care must be taken to ensure the fiber remains aligned at high power. Poor coupling at high powers leads to the power being dumped into the cladding, heating the fiber which can lead to damage. Preparation and fiber coupling of the 1064nm Nufern is shown in Figure 6.3.3. Care must also be taken to prevent thermal lensing at higher power and back reflection into the amplifier, especially when creating a lattice. A Thorlabs high power isolator, IO-5-1064-HP, was modified to prevent back reflection into the amplifier and lensing by removing the input and output polarizing beam cubes and replacing them with Brewster angle polarizing plates. The Nufern amplifier was originally seeded with an NP Rock module, which had very poor RIN properties and the tendency to become multimode. This was later replaced by a RIO Orion seed.

The ODT was imaged with a similar optical system described in the previous chapter for the MOT. It should be noted however, that unlike the large MOT, here the focus was important for optimal signal to noise. Figure 6.3.4 shows a simulation of the ODT as imaged by the imaging system at various focus positions. One challenge was the lack of an in-vacuum reference to which we could focus this imaging system.

In order to capture molecules in the optical trap, the ODT light was switched on at the start of the sub-Doppler cooling. The sub-Doppler light, simply grey molasses with all 4 hyperfine components at this point in time, was then ramped down in intensity by 30% in the first 10 ms and left on for a further 5 ms. We waited for 50 ms to allow untrapped molecules to fall from the imaging region,
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Figure 6.3.3: Preparation of the 1064 nm ODT light. The GH3080-1913 AOM is used to turn the ODT on and off. The beam dump is water cooled to prevent temperature changes misaligning the optics. This setup remains fiber coupled for several months, but does require a short warm-up period after the Nufern is switch on for the polarization out of the amplifier to settle. Some thermal lensing does occur, most likely due to the AOM, made of TeO2 \( \frac{dn}{dT} = 16 \times 10^{-6} /{°C} \) \(^{[161]}\), or possibly in the C280TME asphere, which is made of ECO550 glass \( \frac{dn}{dT} = -1.3 \times 10^{-6} /{°C} \).

Figure 6.3.4: Simulation of the ODT signal vs camera focus. Distance of the first lens is plotted above in millimeters, showing the focus need to be within 100 μm for efficient detection.
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Figure 6.3.5: Loading of molecules into the ODT as a function of overlap time, $\tau$, with the sub-Doppler light. Shown in red squares (blue circles) is the number loaded when the cooling light is turned on 2 ms (7 ms) prior to the ODT light. The number of molecules loaded into the ODT is enhanced by up to a factor of 5 with sub-Doppler light. The enhancement is relative to no cooling light overlap.

Before imaging using a 0.5 ms pulse of light resonant with the X$\rightarrow$A transition. With optimal parameters, $150(30)$ molecules were transferred into the ODT. The number of transferred molecules is determined by the size of the optical trap (29 $\mu$m waist), which is much smaller than the size of the initial sub-Doppler cooled cloud ($\sim$ 2 mm FWHM).

We next varied the overlap duration of the cooling light and the ODT. This was accomplished as follows. We shorten the sub-Doppler intensity ramp to 2 ms with the ODT off. Subsequently, the ODT was switched on, and we varied the amount of time that the sub-Doppler light overlaped with the ODT light. Zero temporal overlap corresponds to direct capture of sub-Doppler cooled molecules. As shown in Figure 6.3.5, we found that the number of trapped molecules increased by up to a factor of 5 and reaches a peak at 5 ms. To verify that the enhancement was not due to additional sub-Doppler cooling in free space, we increased the duration of the free space sub-Doppler cooling by an additional 5 ms before switching on the ODT. With the additional free-space cooling, we found a smaller initial number of loaded molecules, likely due to a lower central density resulting from the longer sub-Doppler cooling time. Despite a smaller initial number, the number of loaded molecules again rose as a function of overlap time. The peak number is reached at $\sim$ 10 ms, at a similar level to the case without extra sub-Doppler cooling.
Figure 6.3.6: Dependence of sub-Doppler cooling and ODT loading on laser detuning. Top Right: Free-space sub-Doppler temperature as a function of detuning $\Delta_{SD}$. The dashed line shows a quadratic fit. Bottom Right: Number of trapped molecules in the ODT as a function of $\Delta_{SD}$. We observe a 3 MHz shift between optimal ODT loading and optimal free-space sub-Doppler cooling, which is consistent with the estimated ac Stark shift due to the ODT.

The initial rise at short times indicates that there is a time window of $\sim 10$ ms when molecules that pass by the ODT can be cooled by sub-Doppler light into the trap. The optimal loading time coincides with the average time it takes for a molecule on one edge of the initial sample to traverse the optical trap, where it can be cooled into the trap. Since the ODT is a conservative trap, the enhanced loading suggests that cooling is occurring at least in some region of the trap. Another indication of sub-Doppler cooling of trapped molecules is that the measured temperature of $60(5) \mu K$ is significantly lower than that expected from direct capture ($100 \mu K$).

We further characterized the effect of the sub-Doppler light on the ODT loading process. We varied the frequency of the sub-Doppler cooling light during ODT loading. As shown in Figure 6.3.6, optimal loading occurs when the sub-Doppler cooling light is detuned $+3$ MHz relative to the free-space cooling frequency that produces the lowest temperature. The detuning is consistent with estimates of the ac Stark shift on the $X \rightarrow A$ transition arising from the ODT.
To demonstrate that cooling occurs within the ODT and measure the cooling timescale in the ODT, we heated the CaF molecules to \( \sim 100 \mu K \) by applying a 40 \( \mu s \) pulse of resonant light (detuned by +3 MHz to compensate for the Stark shift of the ODT beam). To ensure that the heated molecules are trapped, we measured the molecule number after waiting 50 ms. After the resonant heating pulse, half of the trapped molecules remained. We then applied a pulse of sub-Doppler cooling light and observed that the molecules are re-cooled to \( \sim 60 \mu K \) with a 1/\( e \) time of \( \sim 300 \mu s \) (Figure 6.3.7). This verified that sub-Doppler cooling worked for molecules trapped in the ODT. This was an important initial demonstration which showed that laser cooling an optical trapping were compatible.

The lifetime of trapped molecules was measured to be \( \tau_{50(40)} \) ms (1/\( e \) decay time), shorter than the calculated lifetime (\( \gg 1 \) s) due to heating from off-resonant photon scattering of the 1064 nm ODT light. To determine what limited the lifetime, we varied the flow rate of helium into the buffer gas cell, with no appreciable effect on the lifetime (Figure 6.3.8(a) inset). The UHV shutter that is open for \( < 10 \) ms during each experimental cycle eliminates the effects of buffer gas collisions on the...
Figure 6.3.8: (a) Loss rate of molecules trapped in the ODT vs Pressure. The inset shows the loss rate as a function of the buffer gas flow rate. The dependence of loss rate on buffer gas flow was measured to be consistent with zero, $0.0(2) \text{s}^{-1}\text{scm}^{-1}$, while the dependence on background pressure was $5.5(1) \times 10^{8} \text{s}^{-1}\text{torr}^{-1}$. (b) Image of the ODT.

Figure 6.3.9: (a) Number loaded in the ODT vs focus. (b) LIF vs Pockels cell frequency.

To explore the dependence of loss rate on background pressure, we varied the MOT chamber pressure from $1 \times 10^{-9} \text{torr}$ to $3 \times 10^{-8} \text{torr}$ and find a dependence of $5.5(1) \times 10^{8} \text{s}^{-1}\text{torr}^{-1}$ (Figure 6.3.8). This was done by spinning the turbo pump down and taking data as the chamber pumped back out. This indicated that at our typical pressure of $1 \times 10^{-9} \text{torr}$, the loss rate of molecules from the ODT is dominated by collisions with background gas.

The number loaded is also dependent on the focus of the ODT vs the MOT position, as shown
Figure 6.3.10: (a) MOT intensity ramp final voltage vs number in the ODT. (b) MOT frequency compression vs number in the ODT.

in Figure 6.3.9(a). Surprisingly, the sensitivity to the focus position is much higher than one would naively expect from the Rayleigh range of the trap. The optimal Pockels cell switching frequency for imaging the molecules with all 3 beams is shown in Figure 6.3.9(b). The scattering rate in this condition is on the order of \(2 \times 10^6 \text{ s}^{-1}\). This indicates that the optimal Pockels cell remixing frequency is about twice that of the scattering rate.

We also optimized the number of molecules in the ODT versus the final intensity of the MOT, Figure 6.3.10. In atomic MOTs, it is typical to add a compression stage to the MOT by detuning to the optimal cooling detuning at \(\Gamma/2\). We tried ramping the frequency while monitoring the ODT signal (Figure 6.3.10) and found it was best to simply leave the MOT frequency at the optimal loading frequency.

6.3.2 1064nm ODT with \(\Lambda\)-Enhanced Grey Molasses

After we demonstrated \(\Lambda\)-enhanced cooling in free space, we now had the ability to cool the molecules nearly a factor of 10 times colder than when we were optimizing the initial ODT. This led to an order of magnitude increase in the number of trapped molecules in the ODT. The rest of the experiential setup remained the same from what was described previously.
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![Figure 6.3.11](image1)

**Figure 6.3.11:** ODT loading curve with $\Lambda$-cooling light. The optimal time is a combination of the ODT lifetime in the presence of $\Lambda$-cooling light and the decreasing loading rate due to an expanding molasses cloud.

![Figure 6.3.12](image2)

**Figure 6.3.12:** ODT overlap with molasses as a function of time. One can see the molasses slowly expand out, decreasing the ODT loading rate.

With the $\Lambda$-cooling we rescanned the loading curve for the ODT. We found that now the peak occurred after around 100 ms, rather than 5-10 ms, Figure 6.3.11. This longer time scale can be explained by the fact that the molasses remains at high densities for much longer due to the lower temperature. As shown in figure 6.3.12, the molasses lifetime has a similar time scale as the ODT loading. The increase in trapped molecule number can also be seen as the intensity of the ODT matches that of the molasses, albeit over a much smaller region. The size mismatch can also be directly seen here. Future improvements in transfer efficiency could come in the form of either more MOT compression, or sweeping the ODT position to increase the overlap volume.
We scanned the dependence of trapped number versus two-photon detuning at different trap depths. This was done by switching on the ODT and initially cooling the molasses with high intensity, $\Delta = 2.9 \Gamma$ and $I = 34 \text{ mW/cm}^2$, quickly cooling the molecules to $\sim 10 \mu K$, significantly reducing the expansion due to finite temperature. Then, after 1.5 ms, optimal free-space cooling parameters ($\Delta = 3.9 \Gamma$, $I = 14 \text{ mW/cm}^2$, $R_{2,1} = 0.92$) are used for the next 35 ms with a varying two photon detuning (not only 35 ms loading was used at this time because we had scanned the loading curve prior to the optimized parameters used in Figure 6.3.11 and found a shorter optimal). The cooling light is then switched off for 50 ms to allow untrapped molecules to fall away before the number of trapped molecules is measured. As shown in Figure 6.3.13, as a function of trap depth, the optimal two-photon detuning for maximal trap loading, $\delta$, is shifted from the optimal free space $\delta$. The shift in optimal detuning matches the estimated differential Stark shifts between hyperfine states. At the trapping wavelength, 1064 nm, the differential Stark shifts between ground hyperfine states are as large as $\sim 20\%$ of the trap depth. These differential Stark shifts arise because of the non-zero tensor polarizability of the states relevant for laser cooling in $^2\Sigma$ molecules. The saturation of the number of
trapped is most likely due to the competition between the optimal cooling in free-space and inside the trap. For deeps traps, the optimal becomes so different from the free space value, no reasonable compromise can be made.

In order to optimize for both free-space and in-trap cooling, one can use higher intensities of the cooling light to broaden the $\Lambda$-enhanced cooling feature at the expense of minimum attained temperature (Figure 6.2.3(a)). The number loaded increases with intensity (Figure 6.3.14(a)), consistent with this model. To verify that the two-photon resonance remains a key factor at high intensities, we measure the loaded number versus $\delta$ at the maximum intensity available ($I = 31 \text{ mW/cm}^2$). As shown in Figure 6.3.14(b), we observe a broad enhancement feature with a width in $\delta$ of $\sim 2\pi \times 1 \text{ MHz}$.

With optimized parameters ($\Delta = 3.9 \Gamma$, $\delta = 2\pi \times 90 \text{ kHz}$, $I = 31 \text{ mW/cm}^2$, trap depth= $130 \mu\text{K}$), 1300 molecules are transferred with a temperature of $21 \mu\text{K}$. The peak trapped density of $6 \times 10^8 \text{ cm}^{-3}$ and phase space density of $8 \times 10^{-8}$.

One experimental difficulty we ran into was that the ODT often seem to disappear. This was when we discovered the multimode issue of the OPO mentioned in the previous chapter. The ODT

---

**Figure 6.3.14:** (a) Molecule number in the ODT vs $\Lambda$-cooling light intensity during the loading process. (b) Molecule number in the ODT vs $\Lambda$ detuning.
Figure 6.3.15: (a) ODT Sensitivity vs frequency (b) ODT signal vs OPO tweaking. This is due to the multimode nature of this poorly designed laser, as discussed in the previous chapter.

signal was quite sensitive to the overall frequencies of the laser. Figure 6.3.15(a) shows a detuning scan of the reference laser frequency versus ODT signal. This indicates that the frequencies need to be locked to within 500 kHz or so. Figure 6.3.15(b) shows the ODT signal while we tweaked the OPO to different modes. This was done before we had a high finesse cavity that we could carefully monitor the output of the OPO.

6.3.3 Imaging of Trapped Molecules

Non destructive imaging of trapped molecules is a critical part to making use of the molecules for future applications. To show that $\Lambda$-cooling could be used for non-destructive detection, we first measured the trapped number as a function of cooling time. Molecules were loaded into the ODT using 150 ms of $\Lambda$-cooling, which was then switched off for 50 ms to allow untrapped molecules to fall away. $\Lambda$-cooling was subsequently applied for a variable time. To normalize out losses due to collisions with background gas, the samples are always held for the same total time. At the optimal ratio ($R_{2,1} = 0.16$), the lifetime is $370(60)$ ms (Figure 6.3.16(a)). By comparing the collected fluorescence with that of resonant imaging, the scattering rate for $\Lambda$-cooling is found to be $\Gamma_{\Lambda} = 70(10) \times 10^3 \text{ s}^{-1}$. We could thus scatter 2700 photons per molecule with 10% loss. With resonant imaging (scattering
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Figure 6.3.16: (a) Fraction of molecules remaining versus imaging time for Λ-imaging shown (blue circles) and resonant imaging (red squares). (b) Total number of photons scattered versus imaging time (c) In-situ Λ-imaging of trapped molecules ($\Delta = 3.9 \Gamma$, $\delta = 2\pi \times 90$ kHz, $I = 31$ mW/cm$^2$ and $R_{2,1} = 0.16$). The exposure time is 200 ms, and 50 individual images are averaged.

rate of $1.6(2) \times 10^6$ s$^{-1}$, the imaging lifetime is $80(5) \mu$s (Figure 6.3.16(a)), corresponding to the scattering of $13(2)$ photons per molecule with $10\%$ loss. Λ-imaging thus provides 200 times more photons. It should also be noted that the temperature after lambda imaging is unchanged, staying at $20(3) \mu K$, 6 times below the trap depth. By contrast, resonant fluorescent imaging applied for $60 \mu s$ increases the temperature to $50 \mu K$ and leads to significant losses.

The main loss mechanism is thought to be spatial diffusion during Λ-cooling, which arises when $\Gamma_\Lambda$ is much larger than the trap frequencies, which are $\omega_{x,y,z} = 2\pi \times (1.5 \times 10^3, 1.5 \times 10^3, 12)$ s$^{-1}$ in our setup. This effect can be captured by a simple model where the velocity of a molecule is described by a Boltzmann distribution at a temperature of $20 \mu K$, and randomized at the scattering rate $\Gamma_\Lambda$. A Monte-Carlo simulation taking into account trap dynamics and gravity yields a lifetime of $700(100)$ ms, 2 times longer than observed. We believe that this model captures the dominant loss mechanism, and differences are likely explained by spatially inhomogeneous cooling. This diffusive loss could be reduced by lowering $\Gamma_\Lambda$ at the expense of longer photon collection time.

This was the initial confirmation what we could non-destructively image molecules trapped in optical tweezers. In Chapter 8 we will discuss improvements to the imaging lifetime, allowing us to
Figure 6.3.17: Number of molecule loaded into a single pass ODT, a double pass ODT, and a lattice as a function of 1064 nm Power.

match the vacuum lifetime.

6.3.4 1064 nm Optical Lattice

If the retro-reflecting mirror shown in Figure 6.3.2 is properly aligned, and the polarization is the same, then a standing wave creates a lattice. This optical lattice has the advantage that now molecules feel a strong confinement in the axial direction, which used to be weak. This stronger confinement allows for an increase in density as well as a deeper trap depth. This means that with the same amount of optical trapping power, a larger volume trap with more molecules may be loaded.

Figure 6.3.17 shows the loading of molecules into a single pass ODT, a double pass ODT, where the retro-reflection has the opposite polarization to prevent the creation of a lattice, and a lattice. As expected, the double pass ODT required half the power of the single pass one. The optimal loading power for a lattice is 4 times lower than that of a single pass ODT, as expected, however fewer molecules are loaded. The lower loading number came from the fact that we saw loss some heating in the lattice on a time scale similar to that of the loading time. We will discuss this heating
next.

The fundamental problem comes about from intensity noise on the optical trapping light, Figure 6.3.18. This noise, which comes predominantly from the seed laser, causes parametric heating of the molecules. Due to the fact that the peak of this noise is close to that of the radial frequency, the molecules are very efficiently heat out of the lattice. This can be solved by simply using a more quiet seed laser, such as a Rio Orion. The Nufern also adds intensity noise, characterized by [162].

The heating rate can be calculated as follows [163]. The Hamiltonian for the trapped molecule is

$$H = \frac{p^2}{2m} + \frac{1}{2} m \omega^2 \left[1 + \varepsilon(t)\right] x^2$$  \hspace{1cm} (6.10)

where $\varepsilon(t)$ is a factional fluctuation to the spring constant due to the changing trap depth, $\varepsilon(t) = \frac{I(t) - I_0}{I_0}$. Using 1st order time dependent perturbation and bit of math, one finds that the heating rate is

$$\Gamma_{heating} = \pi^2 \nu^2 S_I(2\nu)$$  \hspace{1cm} (6.11)

where $\nu$ is the trap frequency in Hz, and $S_I$ is the power spectral density at twice the trap frequency.
(a) Lattice at 6.5 W  
(b) 16.5 W Lattice

Figure 6.3.19: Loss curves of molecules trapped in the 1064 nm lattice at 6.5 W (a) and 16.5 W (b). The loss rate is higher for deeper traps, as the trap frequency moves toward the peak of the RIN spectrum.

(in units of faction/Hz, or \(10^{\text{dBc}}/\text{Hz}\)). \(1/\Gamma_{\text{heating}}\) is the time to increase the energy by \(e\). This heating rate is exponential since the fluctuating force increase as the square of the distance from the trap center. In three dimensions, one takes the mean of the heating along each axis [163].

Pointing fluctuations may also result in heating. This rate may be expressed as

\[
\Gamma_{\text{pointing}} = \pi^2 \nu^2 \frac{S_x(2\nu)}{\langle x^2 \rangle} \quad (6.12)
\]

where \(\langle x^2 \rangle\) is the mean square position of the molecule in the trap and \(S_x(2\nu)\) is the power spectrum of the position fluctuations.

The loss rate versus depth is shown in Figure 6.3.19. The loss rate measured agrees well with the calculated heating rate from the RIN spectrum. The loss rate increased as the trap depth increased since twice the trap frequency moved toward the peak of the RIN spectrum at 1.2 MHz.

6.3.5 **High Power Multimode Trapping Laser**

This was very bad. Don’t try it.

Singe frequency, single mode 1064 nm fiber lasers were limited to about 50 W at the time (now
days 100 W can be bought). Since we knew that we could load more molecules if we had a larger and
deeper trap, we borrowed a 300 W IPG 1064 nm laser (Thank you Greiner Lab, Lithium!). At these
powers, the lasers are not single frequency, but are rather quite broad in frequency. Figure 6.3.20
(a) shows the spectrum of a 300 W IPG vs power. We see that the linewidth increased significantly
at higher intensities. On top of that we also found that the spectrum was not actually flat, but rather
had many different intensity peaks Figure 6.3.20(b), spaced by 5 MHz.

We tried to load molecules into this trap but found extremely short lifetimes. This can be traced
to two problems. First, we can drive a two-photon transition from light at 1062 nm to drive the X-B
transition. Because this is a two-photon process, the parity is flipped and these molecules would
decay to the opposite parity states and become dark. This was solved by added a Semrock filter to
suppress this by over 40 dB, Figure 6.3.21.

The other larger problems is fundamentally due to the fact that the laser is very broad in wave-
length, but enhanced by the fact that there is this 5 MHz noise peak substructure. Since the laser
is broader than the rotational spacing of 20 GHz, the laser can drive Raman transitions from one
rotational state to the next. Because the rate of this Raman process is proportional to the square
of the intensity, the higher intensities generated due to the sub-peaks in the IPG enhances this rate

Figure 6.3.20: (a)IPG spectrum vs output power (b)IPG spectrum measured on photodiode vs power. The narrow green peaks are at low power, and the broader blue trace is at the lightest power.
Figure 6.3.21: IPG Spectrum before and after the insertion of a 531nm notch filter to prevent X-B transitions.

significantly.

The two photon rate\(^{[164,165]}\) for driving the X-B transition with a narrow laser is

\[
\Gamma = 18\pi^3 \frac{\omega^3 c^4}{\hbar^3 \omega_{XA}^6 \omega_{XB}^3} \Gamma_A^2 \Gamma_B^2 \kappa \eta^2 \left| \frac{1}{\omega_{XA} - \omega} \frac{1}{\omega_{XB} - 2\omega} \right|^2 \Gamma
\]  

(6.13)

where \(\kappa\) is a numerical factor from matrix elements of .62 and \(\eta^2 = 0.184^2\) is the square of the ratio of the dipole matrix elements of B-A and X-A.

For broadband excitation, this expression is modified to:

\[
\Gamma = 18\pi^3 \frac{c^4}{\hbar^3 \omega_{XA}^6} \Gamma_A^2 \kappa \eta^2 \frac{I_0}{(\omega_{XA} - \omega_{XB}/2)^2} \int d\omega_r(\omega) r(\omega)(\omega_{XB} - \omega)
\]  

(6.14)

where \(I_0\) is the total intensity and \(r(\omega) = I(\omega)/I_o\) is the relative spectral intensity.

This Raman transition rate for rotational levels can be calculated as follows:

\[
\Gamma = \frac{9\pi^3}{4} \frac{\Gamma_A^2 c^4}{\omega_{XA}^6 \hbar^2 \Delta^2} \zeta I_0 \int d\omega_r(\omega) r(\omega)(\omega - \omega_o)
\]  

(6.15)

where \(\Delta\) is the single photon detuning from X-A and \(\zeta\) is a numerical factor of .18.
6.3.6 Transfer to a 780 nm ODT

The final thing we wanted to test was whether we could transfer molecules from a larger 1064 nm ODT into a smaller 780 nm ODT. This was the final proof of principle test we needed to do to make sure we could load tweezer arrays of single molecules.

To do this, we overlapped both the 1064 nm and 780 nm traps co-propagating, overlapped with a dichroic. The 780 nm light was created by a Ti:Sapphire laser. We first loaded a 780 nm ODT from the molasses to make sure 780 nm light could be used for optical trapping. We then used the molecular signal to overlap the 780 nm ODT and the 1064 nm ODT since we had no direct reference and chromatic shifts meant we could not fully trust the position of the trap light on the cameras. We first transferred the molecules from one ODT to the other by snapping off the 1064 nm trap. Doing

\[
\Gamma = \frac{3\pi c^2 \omega^3}{2\hbar \omega_{X'-X}^2} \left[ \frac{\Gamma_{X'}}{\omega_{X'-X} - \omega} + \frac{\Gamma_{X'}}{\omega_{X'-X} + \omega} \right]^2 f_{X'-X} \eta I \quad (6.16)
\]

were \( \eta \) is 2/3 for X-A and 1/3 for X-B.
this resulted in roughly half the molecules being transferred. We then ramped down the intensity of the 1064 nm trap and found that we were able to transfer molecules efficiently, Figure 6.3.22. Due to the high transfer efficiency and the smaller volume of the 780 nm ODT, doing so increased the density by an order of magnitude. This thus showed that we would be able to load the molecules from the 1064 nm ODT into the tweezers, once they were overlapped.

We also characterized the direct loading of the 780 nm trap, Figure 6.3.23, as a function of Λ frequency, sub-Doppler detuning, and loading time.
An Optical Tweezer Array of Ultracold Molecules

Optical tweezer arrays [41–43] of laser-cooled molecules are a powerful platform that may bypass existing experimental hurdles. In this approach [16], one can fully control and detect individual molecules. Such individual particle control is a key tool for quantum science and engineering, as it opens up the assembly of complex quantum systems from the bottom up, as exemplified by work with atoms in rearrangeable optical tweezer arrays [41, 42] and assembly of a molecule from two atoms [166]. For molecules, the bottom-up approach of using tweezer arrays combined with laser-cooling is especially important because it bypasses the need for high phase space density samples,
Figure 7.1.1: (a) Light induced collisions in an optical microtrap giving rise to a collisional blockade. (b) Average number of particles loaded in a microtrap versus loading rate showing the collisional blockade regime \[121\].

which has been a long-standing experimental challenge for molecules in general. Furthermore, this generic approach does not rely on favorable collisional properties necessary for evaporative cooling, and can thus be extended to many other molecular species including polyatomic ones \[51\]. Optical tweezer arrays of laser-cooled molecules may thus help to realize the full potential of molecules in quantum science.

7.1 Theory

Single particle loading of optical tweezers is made possible by light induced collisions \[117-121\]. In the “collisional blockade” regime \[121\], the loading per trap saturates to one half, Figure 7.1.1. This
occurs when the small volume of optical tweezers ensures that the rate of light induced collisions is much higher than the loading rate into the trap. As a result, each trap will always end up with either one or zero particles. The rate of light induced collisions for molecules was not known prior to this experiment, and it was not clear if additional light pulses would need to be applied to ensure parity projection (meaning 0 or 1).

7.2 Design

The plan was to use a microscope objective to project small optical tweezers at 780 nm into the ODT. We choose 780 nm due to the fact it is the peak power of the Ti:sapphire laser, and commercial objectives still transmit at that wavelength. One can estimate the density required to ensure sufficient loading of the tweezer traps from initial density and temperature arguments, and it was found that loading directly from the molasses was on the edge of being sufficient. The MOT density
Figure 7.2.2: Tweezer optics beam paths and imaging optics.
of $10^5 \text{ cm}^{-3}$ is too low for direct capture into $\mu \text{m}$-sized optical tweezers. As a result, we decided to first transfer molecules from the MOT into an optical dipole trap. We would then load the optical tweezers from the ODT, which we knew had a two to three order of magnitude higher density than the molasses. To reach loading probabilities of order unity, one would require densities of $\sim 10^{11} \text{ cm}^{-3}$, more than four orders of magnitude higher than the MOT density. However, because the laser cooling continues to work inside the trap, large density enhancements can be obtained, so lower initial densities are needed. The molecules trapped inside the 1064 nm ODT are subsequently transferred into the smaller micron sized optical tweezers (780 nm). In order to get the microscope objective close enough to the molecules, we needed to install a re-entrant window into our chamber. Since the MOT beams of centimeter size are at 45 degrees, the highest NA that could be used was about 0.3. The objective we used was a glass compensated long working distance objective (Mito-toyo G Plan Apo 20X) (NA=0.28) with a working distance of 29.4 mm, which is compensated for a glass thickness of 3.5 mm. This meant we could use it outside the vacuum chamber without the need of a custom objective to correct for the viewpoint glass thickness. It is $\sim 73\%$ transmissive at 780 nm and was tested to produce a near diffraction limited spot size with beam waist of 1.4 $\mu \text{m}$. The experimental setup is shown in Figure 7.2.1.

To generate the multiple tweezer traps, we used an AOD (DTSX-400-780) driven with multiple frequencies generated by a software defined radio (USRP X310) with a 160 MHz bandwidth transceiver (UBX-160)\textsuperscript{1}. The initial phase of each trap frequency is optimized to reduce the amplitude of the amplified signal to prevent saturation of the RF amplifier, which can lead to excess noise \textsuperscript{42}. The AOD is placed in the Fourier plane such that an angular displacement leads to a position displacement of the trap at the focus. An overview of the beam path is show in Figure 7.2.2. Molecules loaded into the optical tweezers are imaged with the $\Lambda$-enhanced grey molasses

\textsuperscript{1}This transceiver has a low quality PLL, adding considerable phase noise. This in turn leads to heating of the trapped molecules. Switching daughterboards eliminated this heating.
Figure 7.2.3: (a) Machining the objective down. (b) An X-ray image taken of the objective to figure out how much more material we could remove. (c) Final position of the objective, showing the left right offset.

light. The light emitted by the molecules is collected by the objective and split with a dichroic filter from the tweezer light. This light is then sent onto an EMCCD (iXon Ultra 897) for high signal to noise detection.

The position of the MOT coils with respect to the re-entrant window had been checked with a small millimeter sized pickup coil. However, when we began looking at the relative alignment of the MOT and objective, we found it was off very slightly. Unfortunately, the objective’s large outer diameter gave us very little adjustment room for the re-entrant tube’s inner diameter. We solved this by machining the objective down on a lathe, Figure 7.2.3, such that we could translate it laterally and properly align it with the MOT center.

7.2.1 IMAGING

With the goal of detecting single molecules, efficient photon detection becomes crucial. For high fidelity detection, we would like to be in a regime where we need to scatter far fewer photons than that needed to decay into a dark state. With the limited numerical aperture and losses in the system, we collect about one in every 100 photons scattered and have a photon budget on the order of $10^5$. 
photons. We found that the background noise was mainly limited by camera noise rather than background scatter. We spent some time characterizing the camera to find the optimal parameters. The imaging optics are shown in Figure 7.2.2 and 7.2.9.

EMCCD Readout Optimization

To achieve the best signal to noise detection in our low photon count regime, we use an EMCCD (Electron Multiplying CCD). Here we will briefly review why an EMCCD improves detection efficiency at low photon numbers. In a CCD, an array of photodiodes converts photons to electrons which are stored in a capacitor, or well. To read out the image, these charges are then shifted down one line at a time and read out in an output amplifier. There are various noise sources present in this type of device, primary dominated by readout noise from the output amplifier, and dark noise from leakage current. Cooling the camera reduces the dark current exponentially, but does not eliminate the readout noise. This is where an EMCCD helps. Here, in the horizontal readout, rather than simply transferring the electron charge to the final output amplifier, large clocking voltages (voltages used to move charge from one well to the next) are used to multiply the charge in a stochastic fashion. The noise of an EMCCD is set by the dark current, the readout noise, a stochastic noise factor from the amplification stage of a factor of $\sqrt{2}$, and clock induced charge. The stochastic noise can be eliminated in photon counting mode, which requires a photon flux much less than 1 photon per pixel. It turns out that for many EMCCDs, CIC (Clock induced charge) becomes the dominant noise source. So, what is CIC? It arises from impact ionization of electrons as they move across the Si-SiO$_2$ interface[167]. This is the same mechanism as is found in the EM registers, but here it leads to unwanted noise during the vertical shifting. High clock voltages and fast clock rise time will increase CIC since it scales with the applied electric field. However, if the clock voltage is too low, not all of the charge will be transferred from one well to the next. Since CIC is from electrons leaving the traps, the longer the electrons are held in each well, the higher the chance the electron
can escape and impact ionization can occur \cite{168}. For this reason, faster vertical shift speeds will lead to lower CIC.

EMCCDs have made remarkable progress over the past decade. We upgraded our old EMCCD for a new one and gained a factor of 2.6 in signal to noise, Figure 7.2.4. The EMCCD used (iXon Ultra 897) is back illuminated, meaning the wiring and wells are on the opposite side to which the light enters. This unobstructed view allows for quantum efficiencies at our wavelength of 93%. We characterized the noise properties of our EMCCD versus readout rate, temperature, vertical shift speed, and preamp gain. Since our method of detecting molecules is to set a fluorescence threshold, above which we count a tweezer as occupied, we are interested in noise at these higher count thresholds. Figure 7.2.5 shows the error rate vs threshold used for various camera settings. For optimal signal to noise, but retaining the ability to align the trap position carefully, we operate with a hardware binning of 2 pixels in the vertical direction, and 8 pixels in the horizontal direction. The readout rate of the EMCCD is affected by the number of rows read out, but not the number of columns. The EMCCD is cleaned from bottom to top, so to make sure the camera is clean, the pixels of interest are placed at the bottom of the sensor. A shutter should also be installed in the future to not be sen-
Figure 7.2.5: EMCCD settings vs error rates. For the exposures used, 25 ms, we typically operate with a threshold of 3000.
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Figure 7.2.6: Error rate vs threshold with the measured scattered light.

Sensitive to stray light prior to the exposure. The optimal parameter we ended up using for detection is shown in Table 7.2.1.

<table>
<thead>
<tr>
<th>iXon Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical shift speed</td>
<td>0.9 μS</td>
</tr>
<tr>
<td>Horizontal shift speed</td>
<td>1 MHz</td>
</tr>
<tr>
<td>EM gain</td>
<td>500</td>
</tr>
<tr>
<td>Preamp gain</td>
<td>3 (4.21 e/ADU)</td>
</tr>
<tr>
<td>Temperature</td>
<td>-90 °C</td>
</tr>
<tr>
<td>Horizontal Binning</td>
<td>2</td>
</tr>
<tr>
<td>Vertical Binning</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 7.2.1: Optimal EMCCD parameters used.

Figure 7.2.6 shows a histogram and error rate due to scattered light. We find that we are currently dominated by scattered light. A 4f Fourier filtering system has been built into the system, but we have not yet inserted a mask into the Fourier plane.
### Chapter 7. An Optical Tweezer Array of Ultracold Molecules

#### 7.2.2 Re-Entrant Window

There are two ways of getting an objective close enough to the molecules to have a high NA. The first option is an in-vacuum lens and the second is an outside of vacuum lens with the molecules close to a window. Having the lens outside of the vacuum allows for much greater flexibility and the ability to align the objective to the molecules. This proved to be a very valuable asset. The objective we decided to use was corrected for a 3.5 mm thick piece of glass, so we needed a re-entrant window of this thickness. We also wanted the ability to reflect the 1064 nm ODT light off of it so it had to be coated with a high reflectivity 1064 nm coating. We had this window made by ISI (subdivision of MDC) with a specification of $\lambda/10$ for the flatness of the window substrate.

Unfortunately, when we measured the flatness of the re-entrant window we received, we found that due to the brazing process used, a large saddle shape curvature on the window was present. Figure 7.2.7 shows the curvature of the window surface as measured with an interferometer using a superluminescent diode (QSDM-680-2). (This source has a coherence length on the order of $15\mu m$ to prevent inference from the second surface of the window or any other part of the interferometer.)

![Figure 7.2.7](image)

**Figure 7.2.7**: (a) Measured ISI window curvature over an 8x8 mm region. (b) Surface used in ray tracing simulation, matching the curvature measured.
Figure 7.2.8: Projection of 780 nm tweezers. Ray tracing simulations of the effect of this saddle shape curvature.
The curvature was about $\pm 1.5 - 2 \lambda$ over an 8 mm region. The effect of such a curvature can be modeled in ray tracing software, for both the projection of the 780 nm light, Figure 7.2.8, and the imaging of the 606 nm light, Figure 7.2.9. While an overall curvature of the window leads to a focal length shift to first order (as caused by atmospheric pressure), a saddle shape curvature changes the focus of the X and Y axis in opposite direction. One can see this leads to an astigmatic aberration which enlarges the spot size considerably. We have measured and confirmed that the spot size agrees with these simulated aberrations.

**Homemade Re-Entrant Window**

We decided to solve this problem by making our own re-entrant windows, Figure 7.2.11. This was done by machining a tube with a 0.5 mil gap to the outer diameter of a round glass substrate. The
gap should be just big enough that the new window should be a snug push fit. The side walls were 5 mil thick over a 1 inch distance as a stress relief in the event of temperature changes. This type of design has been used previously for cryogenic application [169]. The window was placed into this tube and glued in place. Due to the very small gap between the tube and the window, capillary forces will suck the glue into the gap, assuming the right viscosity epoxy is used. In this case we tried both Stycast 1266, which was used previously for cryogenic applications, but had untested outgassing properties, and Epotek 302-3M, which we had previously used for the MOT chamber windows.

There are a few important things to keep in mind when assembling these windows. First, the epoxy should be degassed to prevent air bubbles from appearing inside of the gap. The glue should be applied in one spot, and one must wait until the glue reaches the bottom of the window. Then start applying glue in one direction. It is important to go slowly and wait for the glue to fill in the gap before moving forward. If one apples glue too quickly, this will lead to trapped air bubbles and the window will need to be scrapped. The gluing process can cause the window pointing to shift so this should be continuously monitored. Shooting a laser pointer off the surface is a good way to ensure the surface does not tilt. Ensure that all surfaces are UHV clean before gluing. The tube of the window was also glued with the same glue into a CF flange. Again, the gap was left fairly small for the
Figure 7.2.11: (a) Homemade window. (b) Overview of re-entrant window placement.

Figure 7.2.12: Not something you see every day in your UHV chamber...(Yes, that is smoke.)

glue to fully fill the gap. These windows were tested and found to be leak tight at room temperature. However, an anomalous heating effect described in the next section caused these windows to fail.

**Eddy Current Heating**

We installed the re-entrant window on the UHV chamber and began trying to make an RF MOT. The MOT coils were turned on for 20 ms every second and operated at 1.4 MHz with a gradient of 15 G/cm. However, on the very first shot, the MOT chamber pressure skyrocketed. We suspected
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Figure 7.2.13: Thermal Images of the heating pattern of the various windows (a) Stycast window, Peak:260 °F. (b) Epotek window, Peak:169 °F. (c) ISI window, Peak:97 °F. 

something had heated up and sprung a leak. After turning off the turbo pumps and shutting the gate valve, we ran the sequence a few more times and looked at the re-entrant tube with a thermal imager (of course a thermal imager was not needed to know something was getting hot, the smoke gave that away, Figure 7.2.12). We found that with the duty cycle we were running at, the temperature was shooting up to 260 °F!. The more interesting thing was how it was heating up, Figure 7.2.13 (a). One would expect from eddy current heating of the coils, a dipole distribution, as is seen with the Epotek and ISI window which were tested afterwards. However, the very odd heating pattern seen on the Epotek window seems to point to something that was wrong most likely in the machining of the thin wall tube. It is possible the thickness of the tube was not uniform and this was causing heat islands which caused the anomalously high temperatures.

We had done back of the envelope calculations to estimate the effects of eddy current heating and had found it negligible. Full FEM simulation were done and also showed agreement with the much lower estimated heating rates than had been observed. However these simulations did show some interesting features. Namely, if copper rather than stainless steel were used, the total heating would be an order of magnitude lower, and the heat could be more easily conducted away. The copper
Figure 7.2.14: FEM simulations of eddy current heating on re-entrant tube at 1.36 MHz. Top: stainless steel, dissipating 5.5 W. Bottom: Copper, dissipating 0.4 W. The effect of the small skin depth of copper can be clearly seen, reducing the heating experienced by the copper tube.

tube could also be made much thicker since the skin depth is only 65 μm, the center region of the tube acts as a cold finger pulling heat away from the heated surface. It is highly recommended that all future re-entrant windows of this type use copper rather than stainless steel.

We decided that for the time being, we would accept the higher aberrations and use the ISI window. Based on the thermal measurements, the ISI window had by far the least heating.

Electric Fields

With the new re-entrant tube installed we once again began looking for a MOT. However, we quickly discovered a new problem. The lifetime of the MOT was very short lived, Figure 7.2.15, which
Figure 7.2.15: RF MOT lifetime with the re-entrant window installed.

Figure 7.2.16: Reentrant tube electric field and potential. The field at the center of the MOT coils is about 1300 V/m.

indicated we most likely had an electric field issue.

Simulations of the electric fields from the RF MOT agree with the lifetime seen. The fundamental issue is that the re-entrant tube was grounded, but the RF MOT coils were being driven between with ±V on one end and ground on the other. This means that the midpoint voltage is not ground, but rather V/2. This can be clearly seen by looking at the electric field potential, Figure 7.2.16. When the grounded tube was installed between the coils, it caused a large electric field, on the order of 1300 V/m in the MOT region. This corresponds to a lifetime of 15 ms, as observed, Figure 7.2.15.

A solution to the problem is to float the RF coils, such that the midpoint voltage is at ground and
Figure 7.2.17: Driving the MOT coils such that the midpoint voltage is grounded.

Figure 7.2.18: Electric field and electric potential using this floating coil fix. The peak electric field in the region of interest is decreased by a factor of over 5.

the coils are driven as $\pm V/2$ on one end and $\pm V/2$ on the other side Figure 7.2.17. This would decrease the electric field by over a factor of 5, Figure 7.2.18, meaning a factor of $25$ in MOT lifetime. This is quite simple to implement, with only needing at high power transformer to be added at the input of the impedance matching circuit. However, we did not have such a transformer on hand, and only thought about this solution about a week later, so instead we decided to switch to a DC MOT. The DC MOT eliminates both this and the heating problem. However, as we did not want to reopen the UHV chamber, we decided to continue operating with the ISI window. The DC MOT switch does come at a cost of about an order of magnitude in density, but because we planned to load from the ODT rather than the molasses, we decided we had the density to spare.
CHAPTER 7. AN OPTICAL TWEEZER ARRAY OF ULTRACOLD MOLECULES

Figure 7.2.19: Eddy current decay of MOT coil holder (a) All 3 components of the field. (b) Side view of the magnetic field mid-decay. The re-entrant tube also creates a small decaying eddy current in the opposite direction. See Footnote ².

Eddy Current Decays

Unfortunately, that was not the end of the unanticipated problems. There was one final problem that arose with the decision to switch from the RF to the DC MOT, eddy currents. The issue is simple—the MOT coil holder is made of copper, but is not symmetric due to a cut on one side where the electrical feedthroughs are located. This means when the DC MOT is shut off, the eddy current decays over a few milliseconds, and causes a large field which disrupts the sub-Doppler cooling process, Figure 7.2.19. This allows the MOT cloud to rapidly expand due to its high temperature, before the sub-Doppler cooling can kick in. We had been immune to this problem with the RF MOT since the RF MOT switches fields much faster than the time scale that this eddy current can build up. Note that the re-entrant tube also creates a decaying eddy current, but is made of steel so the effect is small.²

We decided to add a high current shim coil on the exterior of the MOT coils in the North/South direction. This was the primary direction of the non-symmetric field. Simulations were done to

²Note there is a cute trick that could be played to compensate for this non-symmetric eddy current decay. The re-entrant tube itself creates a decaying eddy current which is in the opposite direction of the holder. With a copper tube of the right thickness and size, one in principle could use this to compensate the eddy current decay. Of course, just designing the system to run with an RF MOT is probably a better idea.
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Figure 7.2.20: (a) Optimization of the number of trapped molecules in the ODT. (b) Optimization of the grey molasses cloud diameter.

calculate the approximate timescale of the decay to know where in parameter space we should be looking for the shim timing, Figure 7.2.19(a). We programmed the shim coil to follow a decaying exponential with a timescale similar to that of the simulation. The shim coil is driven with a BOP (Bipolar Operational Power Supply). Figure 7.2.20 shows the optimization of this shim current and time constant. This allowed us to regain reasonable numbers in the ODT.

7.3 Road to a Tweezer Array

To start looking for molecules in our tweezer, we first began by sending in a small 780 nm beam (0.85 mm waist) into the objective to achieve a fairly large, 4 μm spot size. This was done to increase the chances of capturing a molecule. After finding the optimal focus for loading and imaging the tweezer trap and optimally overlapping the ODT with the tweezer, we could reliably load the tweezer, Figure 7.3.1(a). We knew from loading the 780 nm ODT that for optimal transfer, ramping the 1064 nm ODT was important for transfer efficiency. We did this for various rates, shown in Figure 7.3.1(b). What we saw was, in retrospect, a clear sign of light induced collisions happening. However, we could not confirm this at the time. What was seen was that there was some optimal
ramp time for which if we went slower, the molecules had time to undergo light induced collisions and be kicked out from the trap. At short times, the light assisted collision rates were slow enough to sometimes load more than one molecule in the tweezer. We verified that the lifetime of the large 780 nm ODT was at the level of the vacuum lifetime, which it was, and we looked for any non-exponential decay behavior to indicate the presence of inelastic collisions occurring, Figure 7.3.2.

To investigate how far away from the collision blockage regime we were, we scanned the tweezer fluorescence as we varied the density of the ODT we were loading from. This was done by applying a MOT “killing pulse” of whitelight slowing light for various amounts of time. The number loaded
into the ODT following this pulse is shown in Figure 7.3.3(a). We then looked at the florescence of the tweezers, both directly after loading and with an additional 10 ms “cleanout” pulse to induce light assisted collision prior to the imaging. What we saw is shown in Figure 7.3.3(b). With this cleanout pulse, we were able to kick out molecules from the tweezers and reach a flat loading rate. This gave us some indication of the light-induced rate, as well as the loading rates into the tweezer.

Looking at a histogram of the tweezer fluorescence over many experimental cycles, one would expect a bi-modal histogram, with one peak for no molecules loaded, and one for a single molecule loaded, within the collisional blockade regime. The histogram for a large 3.4 μm tweezer trap, Figure 7.3.4(a), does not show a clear distinction of zero and one molecule peak since the trap is too large to have sufficient density for fast light induced collisions. We began shrinking the tweezer trap size to speed up the light induced collision rate and enter the collisional blockade regime, Figure 7.3.4(b).

We typically operate with a tweezer waist around 2 μm. To ensure that at most one molecule is contained in each trap, we made use of a short “clean out” pulse by leaving the Λ-cooling light on
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Figure 7.3.4: Histograms of the tweezer fluorescence over many experimental cycles for a (a) 3.4 μm tweezer (b) 2.7 μm tweezer.

for an additional 5 ms after loading to prevent multiple occupancies. This provides a clean starting point, where uniform defect-free arrays of single molecules can be created simply by rearranging the positions of occupied traps.

To ensure we only have at most one molecule per trap, we looked at the histograms for various loading probabilities. These histograms reveal a peak centered at zero counts corresponding to zero molecules, and a secondary feature with a peak centered around 1500 camera counts. To verify that this secondary feature corresponds to single molecules, we progressively reduced the loading rate into the tweezers by reducing the initial MOT number. As shown in Figure 7.3.5, the center of the second feature remains unchanged, while its height decreases. When normalized to the area under the secondary feature, the second feature overlaps in all the histograms. This demonstrates that at most one molecule was present in each trap. If there were more than one molecule, the center of the secondary feature would move towards the zero-molecule feature as the average number in the tweezer is reduced.

These histograms also allow us to determine the detection fidelity for single molecules in a single shot. For each image, a tweezer trap is determined to be occupied if the number of photon counts exceeds a certain threshold. Owing to technical noise and background light, multiple photons per
molecule are needed to make a determination, and higher fidelities are obtained with higher number of collected photons. Although the number of photons emitted can be increased with longer imaging durations, durations longer than the imaging lifetime of $\sim 100$ ms do not help because they lead to increased background light. After optimizing the imaging parameters, we reach a detection fidelity of 92% at an optimal exposure of 30 ms. We would improve this later on, as discussed in the next chapter.

We found that the loading probability and number of photons we could scatter per trapped molecule before losing them was proportional to the trap depth, Figure 7.3.6(a). This caused the initial images to look something like Figure 7.3.6(b) top. After imaging the trap intensities on a CCD in the intermediate plane and compensated the depth of each trap, we were able to make more uniform looking arrays Figure 7.3.6(b) bottom.

We created a tweezer array with 5 traps, shown in Figure 7.3.7. A single shot image is also shown to show the imaging fidelity.
Figure 7.3.6: (a) Collected photons per tweezer vs trap depth. (b) Array of molecules before and after trap depth compensation.

Figure 7.3.7: Molecule Tweezer Array. Top: Image of optical tweezer array of single molecules, averaged over 500 shots. Bottom: Single shot image showing three occupied tweezer traps. A Gaussian filter is added for visual clarity. The tweezers are spaced by 5 μm.
7.4 Tweezer Trap Characterization

The radial trapping frequency $\omega_r$ was measured by parametric heating of the trapped molecules Figure 7.4.1. 2000 cycles of trap modulation with peak-to-peak amplitude of 20% of the trap depth was applied. In parametric heating, a loss feature arises at twice the trap frequency. By fitting the observed loss maximum, we determined the trapping frequencies. For the smaller tweezer trap used to create single molecules, we measured $\omega_r = 2\pi \times 35 \text{ kHz}$ at a beam power of 65 mW per trap. Using the calculated ac polarizability of CaF, this corresponds to a Gaussian beam waist of 2.3 $\mu$m. For the larger tweezer trap used for studying collisions, we measure $\omega_r = 2\pi \times 28 \text{ kHz}$ at a beam power of 200 mW per trap. This corresponds to a Gaussian beam waist of 3.6 $\mu$m. Using the trap frequency and the calculated AC polarizability of CaF at 780 nm, we determine that the tweezer traps have Gaussian beam waists of 2.3 $\mu$m, in agreement with the effective numerical aperture of the objective and measured optical aberrations arising from the re-entrant window. Note that for the different hyperfine states, the polarizability varies up to 20%.

The temperature of the molecules was measured via release and recapture, Figure 7.4.2. The
Figure 7.4.2: Release and recapture measurements. (a) Recapture fraction as a function of release time for the 2.3 μm tweezer trap. Shown in dashed is a Monte-Carlo simulation with the fitted temperature of 80 μK. (b) Recapture fraction as a function of release time for the 3.6 μm tweezer trap. Shown in dashed is a Monte-Carlo simulation with the fitted temperature of 106(20) μK.

tweezer trap was shut off and molecules were released for a variable amount of time, and then switched back on. The number of recaptured molecules is measured as a function of release time. This is then fit to Monte-Carlo simulations using the measured trap power and full trap profile including the effect of gravity. The smaller tweezer trap has a temperature of 80(20) μK. Monte-Carlo simulation gives a peak trapped density for a single molecule of $1.4(6) \times 10^{10}$ cm$^{-3}$. The larger tweezer trap used to study collisions, has a temperature of 106 μK. Monte-Carlo simulations give a peak trapped density for two molecules of $4(2) \times 10^9$ cm$^{-3}$. When determining collisional cross-sections, we assume that the average density is $1/2^{3/2} \approx 0.353$ times the peak density, which is the ratio for a harmonic trap.

The vacuum lifetime of the tweezer was 625 ms, Figure 7.4.3. This verified that no anomalous loss mechanisms were present at a timescale we cared about.

In each single shot image, a trap is identified as filled or empty using a threshold. For detecting single molecules, one optimizes for the highest degree of separation in the two histogram features corresponding to zero molecules and single molecules. The width of the zero molecule feature is determined by background light, while the position and the width of the single molecule feature is determined by the number of detected photons. While longer imaging times lead to more detected
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Figure 7.4.3: Lifetime of a molecule in a tweezer. We attribute the loss primarily to collisions with background gas.

Figure 7.4.4: (a) Histograms of single molecules vs imaging time (b) Misidentification errors versus threshold value for the zero peak, blue, and the single molecule peak, red. (c) Total error as a function of threshold. At the optimal threshold, we obtain a minimum error of $8(1)^\%$ corresponding to a fidelity of $92(1)^\%$. 
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photons, imaging times much longer than the imaging lifetime is detrimental, as it leads to a relative
increase in the amount of background light, which primarily arise from scattering of imperfections
in the vacuum windows. For the smaller tweezer trap, we obtain the highest detection fidelity at an
exposure time of 30 ms, and at a single photon detuning of $\Delta = 2\pi \times 24$ MHz. Figure 7.4.4a shows
the histograms obtained with various imaging times. The optimal threshold can be determined by
examining the background-subtracted histograms obtained from multiple images. There are two
types of identification errors: 1) empty tweezers being identified as occupied 2) filled tweezers
being identified as empty. These are shown in Figure 7.4.4b as a function of threshold, with a min-
umum giving the optimal threshold to use. We find a minimum total error of 8(1)%, corresponding
to a fidelity of 92(1)%, Figure 7.4.4c.
Having successfully loaded single molecules in a tweezer array, work turned to optimizing the imaging and cooling to improve the detection fidelity. High fidelities are not only important for higher data rates when studying collisions, but will become critical when scaling up to larger arrays. We then worked on moving of the tweezer traps, without inducing heating or experiencing additional loss. This dynamic rearrangement is necessary to create defect free arrays in the future. The first
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Figure 8.1.1: Optimum sub-Doppler detuning and $\Lambda$ imaging detunings for a fixed 600 ms image illuminated with X & Y imaging beams.

application of our dynamical rearrangement was to merge tweezers to study collisions.

8.1 Imaging Optimization

To optimize the imaging parameters, we took 600 ms images, which was our known vacuum lifetime, and worked to optimize the total number of photons collected during this exposure. Since our vacuum lifetime sets a hard limit to how long of an exposure we can take, this was a useful metric to maximize. Even if we could find an imaging parameter which gave us very long imaging lifetimes, but scattered slowly, this would not be useful to us since the molecule would already be lost before scattering the same number of photons.

We first scanned the sub-Doppler detuning and found that operating further detuned was highly beneficial to the total number of photons collected, Figure 8.1.1(a). The optimal of the two-photon $\Lambda$ detuning was fairly broad and not significantly different from the free space optimum, Figure 8.1.1(b).

Since we had been operating with small imaging beams in the X and Y arms, but not in the Z direction, where we simply used the MOT beam to image, we added a small Z beam to match the intensity of the X and Y imaging beams. We aligned this beam by looking at depletion of the ODT signal without the retro-reflection. We then rescanned the various parameters and found that this
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Figure 8.1.2: (a) Optimum sub-Doppler detuning and (b) trap depths for a fixed 600 ms image illuminated with X & Y & Z imaging beams. We can scatter up to 30,000 photons per trapped molecule.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Photon Detuning</td>
<td>51 MHz blue detuned</td>
</tr>
<tr>
<td>Lambda Detuning</td>
<td>200 kHz blue from free space</td>
</tr>
<tr>
<td>X,Y,Z Imaging Beams Intensity</td>
<td>40 mW/cm²</td>
</tr>
<tr>
<td>Trap Depth</td>
<td>2 mK</td>
</tr>
</tbody>
</table>

Table 8.1.1: Optimum imaging parameters.

beam helped, but only by around 30% or so in photons collected.

We also scanned many other parameters, including trap depth, where we generally found deeper traps were better. With all three imaging beams, an optimum occurred at a trap depth of 400 mW. The intensity of the small beams did not have a large effect and neither did the $\Lambda$ detuning. These scans are shown in Figure 8.1.2. The new optimal imaging parameters are shown in Table 8.1.1.

This gave an imaging lifetime of 530 ms, Figure 8.1.3(a), nearly the same as the vacuum lifetime of 600 ms. We can scatter 30,000 photons at a scattering rate of $70,000 \text{s}^{-1}$. 30,000 photons scattered seems to be the limit and no other parameter scanned seemed to be able to increase this with the vacuum lifetime we have. It is very possible that with a longer vacuum lifetime, this number can be pushed up to the limitations of our repumping lasers.
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Figure 8.1.3: (a) Imaging lifetime under optimal conditions, with vacuum canceled out. The achieved lifetime is very close to that of the vacuum lifetime, and hence further optimizations lead to diminishing returns. (b) Optimal imaging time for repeat imaging. The blue trace shows the survival fraction expected due solely to the vacuum lifetime. As longer images are taken, the vacuum lifetime starts to play a significant role in the re-imaging fidelity. The red points show the measured re-imaging fidelity.

With these imaging parameters, we now determined the optimal imaging time. This is a question of maximizing our ability to detect ones from zeros in the first image, but not lose too many molecules such that we can then re-image, for example, after rearrangement or collision studies. With the scattered light level we have, which dominates our background noise, we find that an imaging time around 20 ms is optimal, Figure 8.1.3(b).

Two sequential images are shown in Figure 8.1.4, showing our greatly improved ability to separate ones from zeros, and to re-image without too many losses. We find a single image fidelity of 97%.

8.2 Λ-COOLING OPTIMIZATIONS

Unfortunately, the temperatures inside the tweezers were quite hot, over 100 μK, while in free space we were able to cool over an order of magnitude colder. To see whether we were able to cool the molecules further, we began investigating the tweezer temperatures after an additional cooling pulse between the two images. By taking release and recapture measurements and fitting them to a Monte
Figure 8.1.4: Two sequential images of a single molecule. Note the much improved separation of the one and zero molecule peaks.

Carlo simulation assuming a Gaussian waist and taking into account gravity, we are able to measure the temperatures of the trapped molecules and measure the effects of the cooling pulse independently of the imaging. We first began by scanning the sub-Doppler detuning and found that the optimal detuning was fairly close to that of the optimal imaging, Figure 8.2.1.

Figure 8.2.2(a) shows the effect of the $\Lambda$ frequency on the cooling, which we find is optimal around 73.15 MHz, the same as for imaging. One interesting behavior we found is that the scattering rate seems to vary fairly linearly over the $\Lambda$ frequency we scanned over, Figure 8.2.2(b). This was fairly surprising since one would naively expect the $\Lambda$-cooling, which utilizes a VSCPT dark state, would be at the point of lowest scattering rate. It turns out this is not the case. This is most likely explained by the fact that the system is much more complicated than a three-level system and the rate of pumping into the other non-dark states is affected by the $\Lambda$ frequency.

The greatest impact to temperature was achieved by decreasing the intensity. Figure 8.2.3 shows
Figure 8.2.1: Tweezer temperature vs sub-Doppler detuning. (a) Release and recapture traces fit to a Monte Carlo. (b) Resulting temperatures vs sub-Doppler detuning.

Figure 8.2.2: (a) Temperature vs $\Lambda$ detuning. (b) Number of scattered photons vs $\Lambda$ detuning for a 30 ms image.
the temperature of the tweezers for various sub-Doppler detunings. It is possible that the rising temperature on the low intensity side is a combination of higher final temperature and slower cooling which may not have been left on for long enough.

In light of this, we rescanned the Λ frequency optimal at lower intensity and found that the minimum had not moved from the high intensity point. Finally we scanned the ratio of the F=2 and F=1- and found that the optimal ratio from the free space optimization (5:1) still gave the lowest temperature, Figure 8.2.4.

The last characterization required was to measure the cooling time inside the trap. For this we
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Figure 8.2.5: Cooling timescale for molecules in the optical tweezer.

heated the molecules up by parametric heating, and then applied light for a variable amount of time before remeasuring the temperature. We find that the cooling times scale slightly with sub-Doppler detuning, Figure 8.2.5. For the optimal cooling it seems like the cooling time is on the order of 2 ms. This cooling time will be used later to find an optimal in parameter space for the relative rates for cooling and losses to light induced collisions.

8.3 Tweezer Rearrangement

In order to either create defect free arrays, or merge tweezers together, we must be able to move the trapped molecules in the tweezers. The position of tweezers are determined by the frequencies generated by the USRP, which must be changed in such a way that the phase of the programmed waveform does not jump when the frequency is moved. We found that such a phase jump could cause a large amount of heating in the moving process. We began by loading three tweezer traps and moving the molecules to one side, Figure 8.3.1.

We found that the move process could be nearly lossless if cooling light was applied during the movement, Figure 8.3.2. We tried various acceleration profiles, but none of them made much of
Figure 8.3.1: (a) Outline of the rearrangement. (b) Results of the rearrangement.

Figure 8.3.2: Tweezer moving success vs number of sites moved for (a) no cooling light and (b) with cooling light.

a difference. We settled on using a constant jerk to constant velocity to constant jerk deceleration profile. The reason we went with constant velocity for the main travel distance was such that any residual acoustic etaloning within the AOD crystal would be traversed at a fixed rate. We can tune this rate such that the power fluctuation does not lead to parametric heating. We can move in 1-2 ms with little loss. Figure 8.3.2 shows the moving success.
8.4 Tweezer Merging

We cannot directly merge tweezers since overlapping the two beams would mean sweeping over all beat frequencies which would cause massive heating. To get around this, we split the tweezer light with a PBS before the AOD. One trap bypasses the AOD and two other traps go through the AOD and are recombined with the unshifted beam with a PBS, Figure 8.4.1. After proper alignment and power balancing, we are able to combine two traps and have a 50% probability of reseparating them. This is necessary in order to image the results after a collision takes place. If we were to try to image a trap with two molecules, they would simply undergo light assisted collisions and it would appear that the traps were empty. If the reseparation is exactly 50/50, then half the time they will reseparate as 1-1 and we will be able to detect them. It should be noted that for the reseparation to be balanced to within 5%, the power in the AOD trap must be controlled to the 0.05 dB level or less. This is accomplished with tuning a variable attenuator with 0.1 dB step size and using different cable length to introduce attenuation. Figure 8.4.2 shows the typical reseparation ratio.

Figure 8.4.1: Beam path for tweezer merging. The ODT power has the opposite polarization than that of the undeflected beam and is 100 MHz apart in frequency.
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Figure 8.4.2: (a) Re-separation ratio for the initial 1-0 and 0-1 loaded traps. (b) Reseparation ratios for the various initial trap configurations.

8.5 Collisions

Studying molecular collisions is important for gaining a better understanding of molecular dynamics which plays a critical role in determining the stability of ultracold gasses [170]. The theory of collisions between ultracold atoms and molecules is typically described in the partial wave basis [170, 171]. $^{40}$Ca$^{39}$F is a bosonic species, hence only even partial wave contribute to collisions when in a single quantum state. However, initial collisional studies were done in the presence of multiple hyperfine states. Here all partial waves are possible so long as they are energetically accessible. As the temperatures of collisions are reduced, fewer and fewer partial waves are present in the collisions. Above s-wave collisions, a centrifugal barrier of height $\frac{\hbar^2 l(l+1)}{(2m_r)^2}$ exists. For $l > 0$ there can also exist quasi bound states which can lead to what are called shape resonances, which strongly enhance the effect of higher partial waves not typically energetically allowed [171]. In the absence of external fields, long range interactions are typically dominated by Van der Waals forces, which has an interaction potential of $C_6/r^6$. For CaF-CaF collisions, this can be estimated to be $2.28 \times 10^5 E_h a_0^6$ [146]. This leads to a centrifugal barrier height $U = \left(\frac{(l+1)}{m_r}\right)^{3/2} \left(\frac{1}{54C_6}\right)^{1/2}$, translating to d-wave barrier height of 100 $\mu$K ($p$-wave is 20 $\mu$K when particles are distinguishable) for CaF-
CaF collisions. This leads to a threshold behavior, called Wigner laws \[172\] where the cross section scales as $\sigma \propto E^{-1/2}$ and the rate constant scales as $B \propto E^1$. What happens when a molecule has enough energy to pass this barrier and come to short range is not clear. The Langevin limit assumes complete loss of anything that crosses the barrier. Sticky collisions, where long lived complexes may be formed at short range have also been theorized \[173\]. In this section, we study CaF-CaF collisions in an optical trap, first in a large 3.4 $\mu$m tweezer, and then in merged 2 $\mu$m tweezers.

### 8.5.1 Collisions in a 3.4 $\mu$m Tweezer

The first collisions studies were inadvertently conducted in the large 3.4 $\mu$m tweezer. This was done at the time due to the fact we were slightly outside the collisional blockade, where we had a chance of loading more than one molecule in a single trap. We could use these occurrences of two molecules being loaded to study CaF-CaF molecules both in the presence of $\Lambda$-cooling light and in the dark. To determine when we had more than one molecule loaded in a single tweezer, a threshold was set above the single molecule feature. The camera counts collected for single molecules ($\sim 1000$) had negligible counts above ($\sim 2000$). In theory, loading any number more than one would have counts at this level, but from simulations, the contribution of these can be neglected. Different molecule numbers can lead to different decay rates. Assuming that decay originates only from two-body processes, the decay rate for $N_t$ molecules is determined by $\Gamma_2 N_t(N_t-1)/2$, where $\Gamma_2$ is the decay rate for 2 molecules. Due to the combinatorial factor, the decay rate of 3 and 4 molecules is 3 and 6 times faster than the decay of 2 molecules. This means that the longest observed decay timescale of $n > 1$ must correspond to either single-body loss or two-body loss arising from 2 molecules.

For the case of molecules illuminated by $\Lambda$-imaging light, we find that the single molecule feature decays with exponential decay time constant of $129(12)$ ms, Figure 8.5.1. This is the imaging lifetime. The two molecule count decays much faster, with a time constant of $26(6)$ ms. To deter-
Figure 8.5.1: (a) Collisions in the large 3.4 μm trap. Loss curves for a single molecule (green diamonds) and two molecules (red circles) in the absence of light. The single molecule lifetime of $\tau = 530$ ms and the two molecule lifetime is $\tau = 180$ ms. Loss curves for a single molecule (blue squares) and two molecules (yellow triangles) in the presence of $\Lambda$-cooling light, reflect the imaging lifetime and light induced collisional loss rate, respectively. The imaging lifetime is $\tau = 130$ ms and the light induced collision lifetime is $\tau = 26$ ms. (b) Histograms of camera counts after short (blue) and long (red) hold times. The highlighted region $n = 1$ ($n > 1$) denotes the range used to compute the fraction remaining for single (double) molecules.
mine whether collisions are occurring in the absence of light, we perform the same measurements by holding the molecules in the dark. Under these conditions, the single molecule lifetime is $530 \text{ ms}$, Figure 8.5.1, whereas two molecules have a lifetime of $180 \text{ ms}$, which indicates that collisions are also present in the absence of light, albeit at a much lower rate. Because the collisional loss rate scales with molecular density, with the smaller $2.3 \mu\text{m}$ used in the array, $\Lambda$-cooling of a few milliseconds is sufficient to induce light-assisted collisions. This is consistent with the observed absence of multiple molecules in the smaller trap. Assuming that the decay seen is primarily from two molecules, we obtain a light induced collision rate of $\gamma = 2.7(14) \times 10^{-8} \text{ cm}^3\text{s}^{-1}$, corresponding to a cross section of $\sigma = 10(5) \times 10^{-10} \text{ cm}^2$, assuming $\Gamma = n\sigma v$. This is similar to that measured for Rb atoms in optical tweezers [119]. Light-induced collisions arise from dipolar interactions, which result from an electric dipole moment induced by near-resonant light [121, 174]; this dipole moment has a similar size of about 1 Debye in both atomic and molecular systems, suggesting that molecular systems should have similar collision rates to atomic systems. We note that the light-assisted collisional cross-section indicates a density limit of $\sim 10^{11} \text{ cm}^{-3}$ for the typical ms timescales for laser cooling. In the absence of light, the fitted loss rate is $\gamma = 4(2) \times 10^{-9} \text{ cm}^3\text{s}^{-1}$, corresponding to a cross section of $\sigma = 1.4(7) \times 10^{-10} \text{ cm}^2$. There are multiple possible loss mechanisms, ranging from hyperfine and rotational relaxation to long-lived complex formation to evaporation from elastic collisions.

8.5.2 Studying Collisions by Merging Tweezers

After optimizing the moving tweezers, we had the ability to merge tweezers to study collision and re-separate them to image. We can use this to study collisions in a more controlled fashion than our previous method of looking in the tail of the histogram. With this configuration, we only have one non-moving (static) trap, with which we can merge either side trap. We typically operate using just one side trap to prevent any technical differences from affecting the measurement (for example from saturation effects of the AOD or amplifier). The possible merging scenarios are shown in
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Figure 8.5.2: Table of merging options for studying collisions

Figure 8.5.2. Since the loading of the tweezers is stochastic, we do not always load one molecule in each trap. In fact, loading both traps simultaneously occurs less than 25% of the time, and the probability of loading only one trap is more likely. The occurrences where we load only one tweezer can be used as interleaved calibration data, ensuring that the reseparation fraction, or anything else, impacts the survival over time.

LIGHT ASSISTED COLLISIONS

By turning on light (Λ-cooling light) for a variable amount of time after the tweezers are merged, we can study light assisted collisions against various parameters. Here we measure the light induced collision rate versus sub-Doppler detunings and intensities of the Λ-cooling light. This was done by merging the tweezers for a fixed amount of time, while applying light for a variable time while the tweezers were merged. In this way, any effects of loss to either background gas or inelastic molecule-molecule collisions are canceled out. Prior to the merging, the tweezers were prepared by applying the same parameters of Λ-cooling light as that was used for the light induced collisions. This was done to prevent any heating or cooling effects to occur while the light assisted collisions are taking place, ensuring the density is constant in time. We find that the light induced collision rates decrease
Figure 8.5.3: Light induced collisions vs sub-Doppler detuning and intensity

with larger sub-Doppler detunings and increase with intensity, Figure 8.5.3, as one would expect.

These light induced collision rate, combined with the cooling time scales from Figure 8.2.5, allows us to find a parameter space where the cooling timescale is faster than the light induced loss. We found that at a sub-Doppler detuning of 45 MHz, and an intensity of 2.2 V, the light induced collision lifetime is 7.4 ms, while the recooling time is on the order of 2 ms. This allows for rethermalization of the molecules in a tweezer after merging without significant losses. This was used next to study CaF-CaF collisions.

From the measured light induced collision rate and a measure of temperature to attain density, we can plot the rate constant and cross section as a function of intensity for various sub-Doppler detunings, shown in Figure 8.5.4. We find that the cross section and rate constants increase with both smaller sub-Doppler detunings and with intensity. These measurements are consistent with
the large light induced rates measured in the previous section, where the sub-Doppler detuning was much closer to resonance, and the intensity was higher.

**CaF-CaF Ground State Collisions**

Having found the optimal recooling parameters, we could now follow a similar sequence, but varying the overlap time of the two tweezers. Since no light was present now, we had to make sure the two molecules were both still in thermal equilibrium. This was critical to extract an accurate estimate of the cross section. When two tweezers are merged, if the overlap is not perfect, it is possible that the molecule from the AOD trap was dropped off to the side of the static trap. This could potentially lead it to have substantially higher energy than the second molecule. This in theory is protected against since we adiabatically ramp down the depth of the second trap. Just to make sure this was the case, we also turned on the recooling light for a short 3 ms pulse, at the cost of about 20% in data rate. The full sequence is as follows: (1) image (25 ms) (2) wait (1 ms) (3) recool (SD 45 MHz; 2.2 V; 5 ms) (4) merge (5) recool (SD 45 MHz; 2.2 V; 3 ms) (6) hold in dark (7) separate and image 60 ms. We found a decay with a time scale of 21 ms, corresponding to an inelastic rate constant of $3 \times 10^{-11}$ cm$^3$s$^{-1}$ and a cross section of $2 \times 10^{-12}$ cm$^2$, Figure 8.5.5. We then repeated this without
The second recooling pulse. The timescale was unchanged, indicating that the overlap of the merged traps was good enough for this application.

The ability to skip the rethermalizing pulse meant we could observe the behavior of the trapped molecules at shorter merging times. We found a decay shown in Figure 8.5.6. The molecules are predominantly found in the \( F=1 \) - and \( F=2 \) states after the \( \Lambda \)-cooling. While the \( F=1 \) - state is stable against hyperfine relaxation, it is not the case for the \( F=2 \) state. However, we do not see any evidence of a second time scale arising from the various initial hyperfine distributions. To further explore the effects of hyperfine relaxation, we applied an optical pumping pulse to pump the population into the \( F=0 \) state and repeated the measurement. We observed no significant change in the decay. This suggests that hyperfine relaxation is not the dominant decay pathway. A complete understanding of the dynamics will require further investigation. Preliminary results indicate that rotational relaxation may not be orders of magnitudes faster than other loss channels. Sticky collisions \[175, 176\], chemical reactions, or photoinduced two-body loss \[177\] may be to blame.

![Figure 8.5.5](image)
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8.6 Coherent Control of CaF Molecules

We also demonstrate coherent control of CaF molecules with microwave pulses between rotational states. This can be used to prepare clean signal quantum state samples, important for us to gain a better understanding of the collisions seen. It also allows us to transfer molecules to the absolute ground state, where we can prevent any loss arising from either rotational or hyperfine relaxation. Transitions between the N=1 and N=0 states in CaF are separated by 20.5 GHz, located in the K band of microwaves. We can drive an E1 transition with a microwave photon, and hence achieve high Rabi rates.

8.6.1 Microwave Characterization

To deliver the microwaves to the molecules, we built our own microwave pyramid horn antenna. The back of a microwave horn has a waveguide region where microwaves are fed from a λ/4 dipole. The antenna was designed to have a gain of 10 dB. The far-field radiation pattern is shown in Figure 8.6.1. The emission follows the expected radiation pattern and is well polarized. The horn is driven by a
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Figure 8.6.1: (a) Homebuilt microwave horn. The measured return loss is 14 dB. (b) Far-field radiation pattern measured at 16.5 GHz at a distance of 12.5 in. The field of view is 18 in.

Figure 8.6.2: (a) Microwave spectrum after amplifier. (b) Microwave spectrum as measured with an antenna near the chamber. The multiple peaks are harmonics or the turbo pump on the MOT chamber.

40 GHz signal generator (Hittite HMC-T2240) and amplified by a 5 Watt amplifier (PE15A4020). Two directional couples monitor both the power delivered and reflected from the microwave horn. Careful characterization has shown that the microwaves are very clean, as shown in Figure 8.6.2(a). When switched off with a PIN switch (ATM S1517D), the measured attenuation is over 80 dB.
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Figure 8.6.3: (a) Transitions addressed with microwaves. Due to the lack of a magnetic field, all $m_F$ states in the $F=1$ ground state are degenerate. (b) $F=0 (N=1) \rightarrow F=1 (N=0)$ line center.

8.6.2 Microwave Transfer to N=0

We began by first driving the molecules from the $N=1, F=0$ state, to the $N=0, F=1$ state, Figure 8.6.3. At high powers, the width of the transition is power broadened to $\Delta \omega_{\text{FWHM}} = \Gamma \left(1 + \frac{\omega_\pi^2}{4\Gamma^2}\right)^{1/2}$.

At low microwave powers, the broadening of the transition due to ac Stark shifts begins to dominate. With fairly low powers, we were able to drive molecules with a $\pi$ pulse duration of 70 $\mu$s, Figure 8.6.4(a). However, there was significant decay in the Rabi oscillations, on the order of $\tau = 170$ $\mu$s. We decided to try to beat this decoherence by cranking up the drive power. Unfortunately, this did not buy us much in terms of the observed number of Rabi oscillations. With a $\pi$ pulse duration of now just under 500 ns Figure 8.6.4(b), we are able to see about 10 oscillations at most, rather than the 100s expected from a decoherence time of $\tau = 170$ $\mu$s. This indicated that something was not quite right with the microwaves themselves.

After quite some confusion, we found that while the microwaves sent to the horn were perfectly clean (Figure 8.6.2(a)), the molecules saw something drastically different, Figure 8.6.2(b). A forest of side-bands were visible when measured with an antenna near the chamber. These side-bands are separated by exactly twice the turbo frequency (715 Hz). It appears that the metal chamber
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Figure 8.6.4: Rabi oscillations from $N=1, F=0$ to $N=0, F=1$. (a) Decaying Rabi oscillations at low power. (b) Decaying Rabi oscillations with a higher drive power. This suggest that the decay in coherence is not environmental, but due to our microwave drive.

is not only acting as a reflector of the microwaves, but is also modulating them due to vibrations. This may not be completely surprising, as the turbo pump (Agilent V551) is audibility loud and the MOT chamber is mounted on a large nipple at the end of the turbo. This problem is made worse with the fact that there was no direct line of sight between the molecules and the horn due to space constraints. We attempted to move the horn further away and place it behind the last mirror of the slowing beam path such that some direct line of sight existed, but that did not seem to help. It is possible we could synchronize the microwave pulse to the turbo pump, which should reduce the decoherence shot to shot. For the time being, since we are simply studying collisions, this is not as critical. In future experiments with large arrays, it will be important to consider this. Limiting metal near the chamber, using glass cells and microwave absorbing material is one possibility. Also relying on near-field coupling of the microwaves is another option.

With the microwaves, we are able to characterized the optical pumping time and efficiency, Figure 8.6.5. We find that with a laser intensity of $I_{MOT}/10$, and with all hyperfine components on except for $F=0$, we can transfer about 75% of the population into the $F=0$ state in 50 μs.
Figure 8.6.5: (a) Optical pumping into $F=0$. (b) Optical pumping timescale at $I_{MOT}/10$. Population remaining after a $\pi$ pulse is plotted.

Figure 8.6.6: (a) Splitting of $F=1$, $m_F=1,0,-1$ in the ground $N=0$ state. (b) Rabi oscillations between $N=1,F=0$ and $N=0,F=1,m_F=0$ with a static magnetic field to split the $m_F$ states.
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Figure 8.6.7: (a) Microwave transition swept to perform Landau–Zener transfer. (b) Transfer of ultracold CaF molecules to and from the absolute ground state \((N=0, F=0)\). The single sweep efficiency is 86%.

To split the different \(m_F\) states of the \(F=1\) manifold of the ground rotational state, we apply a small magnetic field. Since the shift of \(F=1, m_F=0\) is quadratically sensitive, applying small fields is important for decoherence. Instabilities of this shim magnetic field at high fields was found to be a major source of decoherence. This splitting is shown in Figure 8.6.6(a). With this field, we could now drive Rabi oscillation between \(F=0\) and \(F=1, m_F=0\), Figure 8.6.6(b).

8.6.3 Absolute Ground State CaF Molecules

The final thing which could be done was to drive molecules to the absolute ground state \((N=0, F=0)\). While we could drive molecules from \(F=1 \ (N=1)\) to \(F=0 \ (N=0)\), the optical pumping only purifies \(F\) states, not \(m_F\). This would mean that when driving down to \(N=0\), only one third of the populations would follow. If trying to do collisions experiments, this would mean that with two traps, the data rate is then reduced by at least a factor of 9, plus all other imperfections associated with the microwave transfer. This leads us to want to optically pump into \(F=0\) and drive directly the
E1 forbidden transition. The external magnetic field, applied to split $m_F$ levels, also mixes the $F=1$, $m_F=0$ and the $F=0$ state in the $N=1$ state. Due to this mixing, we are then able to perform a Landau–Zener sweep, adiabatically transferring population from the $N=1$, $F=0$ to the $N=0$, $F=0$. This was done by sweeping the magnetic field across the transition in about 20 ms. Sequential transfers to and back from the absolute ground state is shown in Figure 8.6.7, with a single sweep efficiency of 86%.
9.1 Progress in Laser cooling of Molecules

Over the development of the experiment, we increased the phase space density by ten orders of magnitude from the MOT to the tweezers. Figure 9.1.1 shows the phase space density at various stages of the experiment. The overall progress in laser cooled molecules has also skyrocketed over the past years. Figure 9.1.2 shows the best densities achieved by laser cooling experiments since the start of my PhD. These improvements, as discussed, have allowed us to move from the technical
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Figure 9.1.1: Phase space density throughout the experiential cycle.

aspects of laser cooling to being able to study the physics of collisions, and bringing into reality the long sought after dream of quantum computation and simulation with molecules.

With the ability to load single molecules into tweezers arrays, molecules, for the first time, are on the same footing as laser cooled atoms. Laser cooling large samples to degeneracy remains as an exercise for the reader.

9.2 Future Improvements

Many future improvements could be implemented in the future, allowing for much lager samples of laser cooled molecules. Currently, by far the most inefficient step is the laser slowing process. In the future transverse cooling could be added, Figure 9.2.1, either in the form of molasses cooling, Sisyphus cooling, or a 2D MOT for compression. Transverse cooling has already been attempted in nearly all of the molecule laser cooling experiments with limited success. However, most were
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Figure 9.1.2: (a) Density of laser cooled molecules over the past 5+ years. The red dots indicate work presented in this thesis.
(b) Phase space density of laser cooled molecules over the past 5+ years. The red dots indicate work presented in this thesis.

Figure 9.2.1: Transverse cooling implantation to the existing apparatus.

There are other ways of improving the slowing process. A Zeeman slower for molecules has recently been proposed requiring high fields to push the molecules into the Paschen–Back regime \[136-138\].

Here we present another idea to make a positional space dependent decelerator. Such a decelerator could be used also for a CW source or for multiple loading.

9.3 A NOVEL SLOWING METHOD

incomplete attempts (at least our attempt was incomplete), and gains, especially with new laser technologies, should be achievable.
Figure 9.3.1: A "rainbow" slower for molecules. Whitelight slowing is used for deceleration of high velocity molecules down to around 60 m/s. To decelerate molecules to the MOT capture velocity, an AOD generates positional dependent slowing light. Due to the angle of this light, it also provides a transverse cooling force to prevent pluming of the molecular beam. 

The basic idea is to have a whitelight slowing beam which piles all the molecules up to around 60 m/s. The final velocity should be set such that this beam can be left on continuously without affected the MOT. An AOD with multiple differences frequencies creates a rainbow of light, with each frequency exiting at a different angle. This angle is then exaggerated with some optics, eg. a spherical mirror, and aimed at the molecular beam with some shallow angle. The shallow angle avoids beams of near resonate light from destroying the MOT and also gives a transverse cooling force. In this way, you have the positional dependence slowing of a Zeeman slower, but with the addition of transverse cooling the entire distance. Due to the nature of this arrangement, the transverse cooling increases and the velocity slows, which is when transverse confinement against pluming is most important. Figure 9.3.1 gives an overview of this slower as well as some important considerations.
9.4 Future Directions

We are already well on our way towards studying ground state molecular collisions. Preliminary results indicate similar loss rates to the excited rotational states. By applying an electric field in the current experiment, we could study shielding effects [24]. These large electric fields give rise to a long-range repulsion above a critical value. This however requires quite large electric fields, on the order of 15 kV/cm for CaF, which may be difficult to accomplish in the existing apparatus. Also care must be taken to prevent patch potentials on the glass surfaces, which are fairly close to the molecules. Other shielding schemes where by microwaves may be used have also been proposed [26, 178, 179]. In these schemes, microwave fields are used to either cancel out the dipole interaction or engineer repulsive long-range interactions which forms a three-dimensional repulsive shield. We could also apply magnetic fields during the collisional process in order to study molecule-molecule Feshbach resonances [180, 181]. These resonances could then be used in the future for rapid direct evaporation cooling of CaF molecules.

With a few improvements in initial number, we could try evaporative cooling the molecules directly in the ODT. This will most likely require pumping molecules into a single state to suppress the rate of inelastic collisions. Once could also study atom molecule collisions and sympathetic cooling. This is best done by co-loading an atomic species into the ODT. Lithium appears to be an optimal candidate due to it low mass, and thus high centrifugal barrier.

The optical tweezer platform is also ideal for studying dipolar exchange [182]. By polarizing the molecules, either by applying an external electric field, or with microwaves, we can expect exchange rates on the order of 10-100 Hz between tweezers. For future applications, such as quantum simulations and computation, it will become important to perform Raman sideband cooling [183] of the molecules. This prevents dephasing from the motion within the trap. The right application of magnetic fields and polarizations will be needed to compensate the tensor stark shifts present in
optical traps. Two qubit gates may be implemented in various ways [12–14, 184, 185]. A dipolar blockade scheme [13] may be used were the dipolar interactions will lead to an energy shift leading to a blockade effect. The error rate for this type of gate is given by [115, 186]

\[
\varepsilon = \frac{\Omega^2}{R_{E1d}} \left( 1 + 6 \frac{\Omega^2}{\omega_{10}} \right)
\]

where \(\Omega\) is the Rabi coupling and \(\omega_{10}\) is the splitting between the qubit 1 and 0 states, \(\sim 100\) MHz for CaF. This leads to an error rate on the order of \(10^{-3}\). A dipolar exchange scheme [15] may also be used to preform a two qubit gate, where the coupling between molecules is set by changing the internal state. Theoretical estimates for achievable gate fidelities range from \(10^{-3}\) to \(10^{-6}\) [13, 14, 184], making molecules competitive alternative to current platforms.

Finally, to perform quantum simulation and computation with molecules, improvements in the detection fidelity and trap array size will need to be made. A next generation molecular tweezers experiment (Figure 9.4.1) is currently underway. It will feature high NA allowing for high fidelity detection and large arrays with moderate power. With two objectives of NA 0.65, a factor of 10 more photons will be collected than the current 0.28 system. This means that imaging can be a factor of

Figure 9.4.1: Concept for a next generation molecular tweezer experiment. Molecule will be optically transported from the MOT chamber to a glass cell, allowing for high NA imaging and trapping. A glass octagonal cell (pictured from Precision Glassblowing), may also be used.
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10 shorter, and hence reduce the imaging losses by a factor of 10. Also, shorter images will mean faster sequences, reducing the effects of vacuum loss. With the improved vacuum lifetimes, imaging fidelities well over 99.9% should be achievable. 2D arrays can be made with a crossed AOD or SLM. The experiment will feature a transport stage to allow for high vacuum and large optical access. The transport must be compatible with a high repetition rate, on the order of 2 Hz. Clean microwave polarizations may be added with either nearfield coupling or careful design of metallic parts. Two molecules, i and j, with a dipole moment \( \hat{d} \) and position \( r \) will interact with a Hamiltonian \([8]\),

\[
H_{ij} = \frac{1}{4\pi\varepsilon_0} \left( \frac{\hat{d}_i \cdot \hat{d}_j - 3 \langle \hat{r}_{ij} \cdot \hat{d}_i \rangle \langle \hat{r}_{ij} \cdot \hat{d}_j \rangle}{|r_i - r_j|^3} \right) \tag{9.1}
\]

with \( \hat{r}_{ij} = \frac{r_i - r_j}{|r_i - r_j|} \). Since the dipole moment is set by the molecules, reducing the spacing between molecules will be necessary to decrease gate times. While optical tweezers typically can only be brought to a few microns before heating due to interference of tweezer light overlap, using an interleaved array of two different trapping frequencies may be used. One could load the tweezers into an accordion lattice, which could then reduce the particle spacing. Such approaches may allow for dipolar rates on the order of 10’s to 100’s of kHz. Blackbody stimulated vibrational transitions will limit the coherence times to around 3-4 seconds at room temperature, as discussed in Chapter 2. Cooling the apparatus to 77 K will extend this decoherence time to minutes. In the future, other species could be used, such a polyatomics, where even more complexity can further expand the range of Hamiltonians simulated.
This appendix will serve as a reference for the properties of CaF.

A.1 Vibration Levels

\[ E_v = \omega_x(v + \frac{1}{2}) - \omega_x(x_v + \frac{1}{2})^2 + \omega_y(y_v + \frac{1}{2})^3 + \ldots \]  

(A.1)
APPENDIX A. CAF MOLECULAR CONSTANTS AND PROPERTIES

Table A.1.1: Vibrational constants for CaF. [129, 188]

<table>
<thead>
<tr>
<th>Constant</th>
<th>$X^2\Sigma^+$</th>
<th>$A^2\Pi$</th>
<th>$B^2\Sigma^+$</th>
<th>$C^2\Pi$</th>
<th>$D^2\Sigma^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_e$</td>
<td>588.644</td>
<td>594.513</td>
<td>572.424</td>
<td>480.595</td>
<td>657.33</td>
</tr>
<tr>
<td>$\omega_x e$</td>
<td>2.91194</td>
<td>3.031</td>
<td>3.101</td>
<td>1.81335</td>
<td>2.85</td>
</tr>
<tr>
<td>$\omega_y e$</td>
<td>8.41499×10⁻³</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table A.2.1: Rotational constants for CaF. (Note: $D_v$ and $H_v$ are depended on the rotational state, however, due to the small size of these terms, we ignore it here.) [129, 188, 189]

<table>
<thead>
<tr>
<th>Constant</th>
<th>$X^2\Sigma^+$</th>
<th>$A^2\Pi$</th>
<th>$B^2\Sigma^+$</th>
<th>$C^2\Pi$</th>
<th>$D^2\Sigma^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_e$</td>
<td>0.343704</td>
<td>0.348744</td>
<td>0.342604</td>
<td>0.32439</td>
<td>0.3656</td>
</tr>
<tr>
<td>$a_e$</td>
<td>2.436×10⁻³</td>
<td>2.529×10⁻³</td>
<td>2.63×10⁻³</td>
<td>2.05×10⁻³</td>
<td>2.1×10⁻³</td>
</tr>
<tr>
<td>$\gamma_e$</td>
<td>4.9299×10⁻⁶</td>
<td>-</td>
<td>6.3×10⁻⁶</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$D_v$</td>
<td>4.68×10⁻⁷</td>
<td>4.81×10⁻⁷</td>
<td>4.83×10⁻⁷</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$H_v$</td>
<td>-1.9×10⁻¹⁴</td>
<td>-3.8×10⁻¹⁴</td>
<td>-6.7×10⁻¹⁴</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table A.3.1: $\Lambda$ doubling splittings [189].

A.2 Rotational Levels

\[
E_{\text{rot}} = B_e R(R+1) - D_v R^2(R+1)^2 + H_v R^3(R+1)^3 + \ldots
\]  

\[
B_v = B_e - a_e \left( v + \frac{1}{2} \right) + \gamma_e \left( v + \frac{1}{2} \right)^2 \ldots
\]

A.3 $\Lambda$ Doubling

<table>
<thead>
<tr>
<th>$X^2\Sigma$</th>
<th>$A^2\Pi$</th>
<th>$B^2\Sigma$</th>
<th>$C^2\Pi$</th>
<th>$D^2\Sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda$ (GHz)</td>
<td>-</td>
<td>1.3346</td>
<td>1.3722</td>
<td>0.254</td>
</tr>
</tbody>
</table>

Table A.3.1: $\Lambda$ doubling splittings [189].
A.4 Dipole Moments

Table A.4.1 shows the dipole moments and transition moments of CaF for the lowest lying states relevant to laser cooling.

<table>
<thead>
<tr>
<th>State</th>
<th>Dipole Moment (D)</th>
<th>Transition</th>
<th>Transition Moment (D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X^2Σ</td>
<td>3.08</td>
<td>X-A</td>
<td>5.95</td>
</tr>
<tr>
<td>A^3Π</td>
<td>-2.44</td>
<td>X-B</td>
<td>4.70</td>
</tr>
<tr>
<td>B^2Σ</td>
<td>-2.06</td>
<td>X-C</td>
<td>1.30</td>
</tr>
<tr>
<td>C^3Π</td>
<td>-9.25</td>
<td>X-D</td>
<td>0.79</td>
</tr>
<tr>
<td>D^2Σ</td>
<td>4.50</td>
<td>X-E</td>
<td>0.61</td>
</tr>
<tr>
<td>E^2Σ</td>
<td>-9.68</td>
<td>A-B</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A-C</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B-C</td>
<td>18.6</td>
</tr>
</tbody>
</table>

Table A.4.1: Dipole moments and transition moments of CaF (1D = 0.3934 e\(a_0\)) [190–192].

A.5 g Factors

Table A.5.1 shows the g-factors for the X, A, and B states.

<table>
<thead>
<tr>
<th>State</th>
<th>Hyperfine state</th>
<th>g_\text{f} Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>X^2Σ^+</td>
<td>F=2</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>F=1</td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td>F=0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>F=1^-</td>
<td>-0.295</td>
</tr>
<tr>
<td>A^3Π_{1/2}</td>
<td>F=1</td>
<td>-0.021</td>
</tr>
<tr>
<td></td>
<td>F=0</td>
<td>0</td>
</tr>
<tr>
<td>B^2Σ^+</td>
<td>F=1</td>
<td>1.022</td>
</tr>
<tr>
<td></td>
<td>F=0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table A.5.1: CaF g_f factors [144].
A.6 Frank Condon factors

The tables A.6.1, A.6.2, and A.6.3 give the Frank Condon factors for the X-A,B,C transitions. These have been calculated with a symplectic integrator, which can be found on the DeMille group website. The results of this integrator have been surprisingly accurate for CaF against measured values.

<table>
<thead>
<tr>
<th>A (^2\Pi) (v')</th>
<th>(v=0)</th>
<th>(v=1)</th>
<th>(v=2)</th>
<th>(v=3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v=0)</td>
<td>0.978</td>
<td>0.0223</td>
<td>1.74 (	imes 10^{-5})</td>
<td>4.22 (	imes 10^{-7})</td>
</tr>
<tr>
<td>(v=1)</td>
<td>0.0216</td>
<td>0.935</td>
<td>0.0435</td>
<td>4.58 (	imes 10^{-5})</td>
</tr>
<tr>
<td>(v=2)</td>
<td>0.000711</td>
<td>0.0407</td>
<td>0.895</td>
<td>0.0636</td>
</tr>
<tr>
<td>(v=3)</td>
<td>2.67 (	imes 10^{-5})</td>
<td>0.00201</td>
<td>0.0575</td>
<td>0.858</td>
</tr>
<tr>
<td>(v=4)</td>
<td>1.11 (	imes 10^{-6})</td>
<td>0.000101</td>
<td>0.0038</td>
<td>0.0723</td>
</tr>
<tr>
<td>(v=5)</td>
<td>5.05 (	imes 10^{-8})</td>
<td>5.29 (	imes 10^{-6})</td>
<td>0.000239</td>
<td>0.00598</td>
</tr>
</tbody>
</table>

Table A.6.1: A state Frank Condon factors.

<table>
<thead>
<tr>
<th>B (^2\Sigma) (v')</th>
<th>(v=0)</th>
<th>(v=1)</th>
<th>(v=2)</th>
<th>(v=3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v=0)</td>
<td>0.998</td>
<td>0.00195</td>
<td>1.66 (	imes 10^{-5})</td>
<td>1.16 (	imes 10^{-6})</td>
</tr>
<tr>
<td>(v=1)</td>
<td>0.00192</td>
<td>0.993</td>
<td>0.00457</td>
<td>4.11 (	imes 10^{-5})</td>
</tr>
<tr>
<td>(v=2)</td>
<td>5.02 (	imes 10^{-5})</td>
<td>0.00442</td>
<td>0.988</td>
<td>0.00792</td>
</tr>
<tr>
<td>(v=3)</td>
<td>2.97 (	imes 10^{-8})</td>
<td>0.000157</td>
<td>0.00757</td>
<td>0.98</td>
</tr>
<tr>
<td>(v=4)</td>
<td>3.39 (	imes 10^{-9})</td>
<td>7.98 (	imes 10^{-8})</td>
<td>0.000326</td>
<td>0.0114</td>
</tr>
<tr>
<td>(v=5)</td>
<td>4.78 (	imes 10^{-11})</td>
<td>1.62 (	imes 10^{-8})</td>
<td>1.19 (	imes 10^{-7})</td>
<td>0.000569</td>
</tr>
</tbody>
</table>

Table A.6.2: B state Frank Condon factors.

<table>
<thead>
<tr>
<th>C (^2\Pi) (v')</th>
<th>(v=0)</th>
<th>(v=1)</th>
<th>(v=2)</th>
<th>(v=3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v=0)</td>
<td>0.694</td>
<td>0.258</td>
<td>0.0441</td>
<td>0.00387</td>
</tr>
<tr>
<td>(v=1)</td>
<td>0.249</td>
<td>0.282</td>
<td>0.35</td>
<td>0.105</td>
</tr>
<tr>
<td>(v=2)</td>
<td>0.0508</td>
<td>0.322</td>
<td>0.0834</td>
<td>0.345</td>
</tr>
<tr>
<td>(v=3)</td>
<td>0.00643</td>
<td>0.115</td>
<td>0.304</td>
<td>0.00977</td>
</tr>
<tr>
<td>(v=4)</td>
<td>0.000554</td>
<td>0.0206</td>
<td>0.172</td>
<td>0.244</td>
</tr>
<tr>
<td>(v=5)</td>
<td>3.12 (	imes 10^{-5})</td>
<td>0.00227</td>
<td>0.0411</td>
<td>0.214</td>
</tr>
</tbody>
</table>

Table A.6.3: C state Frank Condon factors.
A.7 Molecular Potentials

Figure A.7.1 shows the potential curves for the X, A, B, and C states, all layered on top of one another.

![CaF Molecular Potentials](image)

**Figure A.7.1:** CaF Levels relevant in this thesis.

<table>
<thead>
<tr>
<th></th>
<th>X^\Sigma</th>
<th>A^\Pi</th>
<th>B^\Sigma</th>
<th>C^\Pi</th>
<th>D^\Sigma</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_e ) (Å)</td>
<td>1.9516403</td>
<td>1.9374</td>
<td>1.9555</td>
<td>2.012</td>
<td>1.893</td>
</tr>
</tbody>
</table>

**Table A.7.1:** Equilibrium internuclear separation [129, 188].

A.8 Transitions

The measured transitions for CaF are shown in Figure A.8.1.
Figure A.8.1: CaF electronic transition in THz. Unless noted, frequencies reference the center of the transition. (B) Indicates the frequency addressing the blue most hyperfine state. Frequencies are referenced to our wavemeter, which has an unknown offset.
Stable lasers over a wide wavelengths is critical to laser cooling molecules. ULE cavities and frequency combs are often used in many AMO labs today, however ULE cavities tend to be limited in their wavelengths range once purchased and require high frequency AOMs to bridge the free spectral range of the cavities. Frequency combs are often not quite as turn key and reliable as manufactures claim them to be, are costly and require external locking electronics for each laser. They also require a wavemeter for each channel to know the absolute position of the laser. Wavemeters turn out to be a good alternative for both wide wavelengths ranges and turn key operation delivering
APPENDIX B. GALVO BASED SINGLE MODE FIBER SWITCHER

Figure B.0.1: Long term frequency reading of a HeNe from a multimode fiber into the wavemeter.

Frequency stability in the range of 100’s of kHz. Specifically we use a High Finesse WS-7 wavemeter which is specified to have an absolute accuracy of 60 MHZ and a measurement resolution of 10 MHZ for 248 nm to 1180 nm at a speed of 500 Hz. We find however that we are able to attain frequency stability to the 100’s of kHz level with a few simple modifications. These wavemeters have a Fizeau interferometer inside which is projected onto a camera to image the fringes and calculate the wavelengths.

Originally multimode fibers into a multimode switch was used, which was read by the wavemeter. This was found to be highly unstable and rendered the experiment highly unreliability. Figure B.0.1 shows the fundamental problem of using multimode fibers into the wavemeter. Due to the many different modes in a multimode fiber, and the changing mode profile versus time, temperature, pressure, etc. The Fizeau interferometer misreads this changing mode structure as a change in frequency of the laser. This causes frequency changes on the 50 MHZ level with large jumps if the multimode fibers are touched. If a single mode fiber is used instead, these jumps disappear and the stability is greatly increased. Figure B.0.2 shows the Allan deviation of the stability of both a single mode fiber and a multimode fiber.
As a long term frequency reference, we originally used a frequency stabilized HeNe.¹ We later switched to a vapor cell locked lithium reference for improved frequency stability.

The reference frequency is sent into one of the wavemeter channels and all of the frequencies read out by the wavemeter are then referenced to that frequency. This removes all first order drifts presents in the wavemeter, but still allows for wavelength dependent drifts to occur.

While single mode switchers are sold, they are quite pricey, have long lead times, switch in several milliseconds and are not expandable if more lasers need to be added and have limited wavelength ranges. Recently we also have some evidence that the single modes switches degrade when 400 nm light is used. We decided instead to build out own switcher which was based on a galvo. We used a Cambridge technology PSI-10 galvo which has a step response of 220 μs, a resolution of 12 μrad

¹Note:Never buy a HeNe from Melles Griot. A typical frequency stabilized HeNe looks at two adjacent laseing modes which have opposite polarizations. A PBS then is used to monitor the amplitudes of both of these peaks and locks the cavity such that these peaks are of equal height. Melles Griot shockingly does not do this. They only look at one peak and lock the amplitude of that peak, which means if the power from the laser changes, the frequency changes.
APPENDIX B. GALVO BASED SINGLE MODE FIBER SWITCHER

Figure B.0.3: Layout of the galvo based fiber switcher

A temperature drift of 30 $\mu$rad/$^\circ$C and a long term drift of only 100 $\mu$rad. The galvo based switcher employed 8 fibers which were collimated with 15 mm focal length aspheres and aligned onto the galvo mirror. The fairly large beam size was used to reduced sensitivity to alignment drifts. The galvo mirror switches between 8 preset locations to sequentially couple each fiber into a single fiber to enter the wavemeter. The position of each galvo step is controlled by a multiplexer (MAX354) which takes the 4 wire serial connection high finesse uses and has 8 adjustable potentiometers which can each be adjusted to any value from 0-5 V.

Figure B.0.4 shows the switching speed of the galvo between two different lasers. We find that the galvo matches its specs and switches between channels in 200 $\mu$s with limited ringing.

The galvo switcher has now been operated for 4 years with nearly no realignments needed (with the exception of falling objects).
B.1 Improving the Stability of the WS7

In order to reach long term stability at below the MHz level, several environmental parameters must be controlled. First it was found that the frequency read out by the wavemeter was proportional to the air pressure, Figure B.1.1(a). It was also found that High Finesse has some sort of internal temperature stabilization which corrects in 3 MHz steps, Figure B.1.1(b). While the wavemeter is always compared in relation for a stabilized frequency reference as one of its channels, the large fluctuations seen with the changes in pressure and temperatures still presented a problem for our long term stability.

We decided to enclose the wavemeter inside of a large LF 12 nipple to prevent changes in air pressure affecting frequency stability. Both a single mode fiber feedthrough and a usb/serial feedthough were needed to control the wavemeter. Once again, due to long lead times, we decided to make these ourselves. To make an air tight singe mode fiber feedthough we bought a custom FC/APC to FC/PC bare fiber which we slid into a notch of a KF blank. The modified blank was then glued to another larger blank with Torr-Seal. This worked until multiple openings and closings stressed the
Appendix B. Galvo Based Single Mode Fiber Switcher

![Wavemeter Pressure Drifts](image)

**Figure B.1.1:** (a) Pressure data overlapped with the drift of the HeNe as measured by the wavemeter. (b) Internal temperature compensation of the wavemeter.

Blank and caused small cracks in the Torr-Seal. This was solved by adding the Torr-Seal after the bank was already tightened in place.

The 4 wire Serial+USB feedthrough proved to be a bit more tricky than anticipated. The wavemeter uses high speed USB which communicates at 480 Mbits/second. In order to have USB compliant device such that the rising and flailing edges don’t blur together, one needs a rise time on the order of 500 ps! At these frequencies corresponding to a few GHz, it is very easy to couple in a little bit of stray inductance or capacitance which will cause the device to fail. The feedthrough used was built from a 9 pin Amphenol connector, 5 used for the USB + shield and 4 for the serial connection to the wavemeter. The first iteration had fairly long untwisted wires on both the input and output side. This degraded the signal to a point where the device could no longer communicate. Once we realized the frequencies involved, we ensured that all of the twisted pairs were twisted directly in and out of the connector and made sure the ground shield was properly installed. These improvements allowed the USB connection to function properly. The eye diagram from signals from the wavemeter is shown in Figure B.1.2.
Figure B.1.2: (a) Signal degradation from a 3 in. break in shielding and poorly twisted pairs. (b) The performance of the home-built USB feedthrough.

B.2 Aside: Testing USB compliance

USB devices can be easily tested via programming from a computer via a USB test fixture (This is simply a relay which switches from the host computer to the oscilloscope without depowering the USB). All USB devices have a controller inside which may be programmed to output various test sequences with software from the USB website (www.usb.org). In order to test a device, follow these steps.

1. Connect both the $Data_+$ and $Data_-$ connectors to a fast oscilloscope.

2. Connect the device under test (DUT) to the test board.

3. Connect the power and USB connection form the test board to the computer.

4. Flip the toggle switch on the test board to program.

5. Using xHCI HSETT, select the correct host controller for testing the device.

6. Select the desired device and select the "TEST_PACKET" command.

7. Execute.
8. Switch the test board to test mode. This flips a relay and which switches the connection of the DUT from the computer to the scope.

9. Plot an eye diagram to analyze the signal.

10. Once done, the DUT will need to be power cycled before it can be used again.

B.3 USB Eye Diagrams vs Shielding and a USB Feedthrough

As mention previously proper shielding is crucial to maintaining signal integrity. Figure B.3.1 shows the effects of USB cable length on single integrity. Surprisingly even your typical long USB cable, depending on how it was manufactured, is enough to cause sporadic communications issues.
Optical Blackening Reflectivity and Outgassing

Optical blackening was vital to improve signal to noise in the experiment. Here the reflectivity and outgassing rates are plotted for various methods. We find that Acktar (Spectral Black), MH2200 (Alion), and copper blackening \cite{195} all have similar performances for reflectivity. MH2200 is the best for shallow angles, while Acktar is the best for higher angles. MH2200 is recommended for most applications as it is easy to apply with an air brush, has very low outgassing, and is less delicate than the other methods.
Figure C.0.1: Reflectivity of various blackening method vs angle of incidence. Measured at 650 nm.
Figure C.0.2: Outgassing rates of various blackeners. Note: The outgassing rates measured for the MH2200 on alumina is limited by the alumina. The outgassing plotted for the MH2200 on stainless steel is an upper limit, as the measurement was limited by the ultimate pressure of the turbo-pump.
Dye lasers are a versatile tool for producing high laser power across the visible spectrum. They do however require some knowledge for proper operation, which has created a negative reputation for these lasers. Still today, their ability to continuously tune with several watts of power across the visible spectrum still has yet to be matched by solid-state systems. This tunability and high power is critical for molecules as one may easily address different lines with a turn of a knob (and maybe a quick dye change as well). We will specifically cover the Coherent 899’s in this section as those are the lasers found in our lab. The basic operation method will be universal across dye lasers, but
specific tricks will apply only to 899s. The general steps to align the dye laser is well documented in the 899 manuals, so initial lasing will not be covered here. When properly tuned, a dye laser can achieve a linewidth of $\sim 1$ MHz RMS.

### D.1 Overview of Dye Lasers and the Coherent 899

A CW dye laser uses organic dye molecules as the gain medium for the lasing to occur. Due to the presence of meta-stable states, fresh molecules must be continuously replenished, which is done in the form of a dye jet. Around the dye jet, a bow-tie cavity, which creates a traveling wave, supports the lasing. Single direction lasing is achieved with an optical diode (same working principle as an optical isolator). With the cavity and the broad gain medium, the laser may support multiple cavity modes and thus be very broad. A birefringent filter selects the allowed lasing modes over a range on the order of 2 THz. To turn this laser into a single frequency laser, an intra cavity assembly (ICA), contains both a thick and thin etalon which selects only one cavity mode, Figure D.1.2.

Organic dye molecules have strong emission and absorption bands in the visible spectrum due to an extended system of conjugate bonds (alternating single and double bonds). Without such bonds, the absorption is below 200 nm [196]. There are two sub-classes of dyes, uncharged, which feature...
Figure D.1.1: Dye laser level structure. The absorption wavelength is set by the overlap of Franck Condon factors of the ground state and excited states. Rapid relaxation occurs once excited up due to the fluid nature of the dye (Collisions happen on the picosecond time scale). Decay occurs and lasing between the excited ground state and a lower state with good wavefunction overlap occurs. The wavelength difference between the absorption and emission is called the Stokes shift (typically around 20 nm for the rhodamines and 10 nm for the pyronins \[196\]). Lasing can occur in a range where there is strong emission, but no absorption.

Figure D.1.2: Filters in a Coherent 899 Dye Laser. (Adapted from Coherent manual)
good solubility to non-polar solvents, and cationic dyes which are soluble in polar solvents, such as alcohols. Collisions occur on the picosecond timescale. This broadens the spectrum as the rotational moment of the molecules is affected. This also sets the timescale for nonradiative decays in the excited state. A pump laser is used to excite the dye molecules to create a population inversion. Originally dye lasers were designed to be pumped with argon-ion laser, but now days solid state DPSS lasers are typically used. The dyes we typically use, Rhodamines, have a peak absorption around 530 nm, make a 532 nm DPSS an ideal pump laser. Some dyes have slightly bluer absorption lines were new 488 nm solid state lasers can be used. In order for lasing to occur, the absorption at that wavelength must be low and the emission line strong. Molecules must also not be lost too quickly to long lived triplet states which would destroy the lasing. Dye molecules are damaged over time by the high power pump light, and thus dyes have a finite lifetime. For a dye to lose 25% of its initial power can be as short as a few days, as in the case of Rhodamine 560, to several months, for Rhodamine 6G and 640. The difference between the absorption and emission band is called the Stokes shift. Dye with large Stoke shift allow for a broad wavelength tuning.

The dye is in suspended in a carrier liquid, typical Ethylene glycol. The dye must first be dissolved, however. The choice of solvents depends on the dye. Methanol is often used, but some dyes require other solvents. The dye must be well dissolved in the solvent with no visible trace of any particulates. Figure D.1.3 shows the effect of using Benzyl alcohol vs methanol for Rhodamine 560 Chloride. It should be noted that by contrast, R560 Perchlorate dissolved well in both Methanol and Benzyl alcohol. The choice of carrier liquid and solvent can be used to change the absorption and lasing wavelength and properties, including the quantum yield of the dye. The solvent should be viscous, and cooling the dye typically increases lasing power. The viscosity of Ethylene glycol is very sensitive to temperature, so keeping it cold is critical to reliable operation. A viscous liquid also allows the dye jet to be run at higher pressures without turbulence. The onset of turbulence occurs with large Reynolds number, which is lowered by higher viscosity. A turbulent jet will add noise to the laser
and often make lasing unreliable.

The polarization of the pump light must be set to match that of the lasing cavity. The reason behind this is not at all obvious. The dye molecule can be modeled as an oscillating dipole, with the emission pattern being a dipole [197]. The molecules in the ground state which are aligned such that their dipole moment matches the polarization of the pump light will be preferentially excited. Because the molecules are in a liquid rather than a gas, the molecules orientations change with Brownian motion. This drastically slows the rate at which molecules change orientation and thus molecules remain in the same orientation from the time they absorb a photon until they re-emit. Thus the emission of dye molecules in preferential in the same direction as the pump light.

The dye jet is typically operated in a pressure range of 5 to 10 bar depending on the nozzle and circulator used. We used the modified Radiant Dyes nozzles which allow for much higher pressure operation than the original Coherent nozzles, which are limited around 3 bar for non-turbulent operation. The dye jet should be flat with raised edges on either side. At a distance of around 3-6
inches, the sides should merge together. The pump laser should be focused onto the flat portion of the dye jet. There should be no streaks in the jet. Streaks are typically caused by blockages by small particulates in the nozzle. Dye which is left out can dry over time and crystallize. It is important to run dye lasers weekly, even when they are not in use. When lasing has been established, one can check the stability of the dye jet by flipping the orientation of the magnet on the optical diode. This will cause the laser to lase the opposite direction and project a spot onto the ceiling off of the dye jet, as shown in Figure D.1.4, since the dye jet should be interferometrically flat, fringes should be visible. If all is in order, these fringes should be stable. Oscillations/movement of these fringes indicate something is wrong with the dye jet, most likely due to the circulator. If the dye jet appears to have low pressure, this indicate the impedance to the jet is low. The filter having a clog is the most likely culprit. Air bubbles in the dye jet can be cause by a variety of things. The filter, whose job is primary to remove air bubbles, could be torn. There may be cavitation happening inside of the screw pump due to damaged parts or too high of a pressure. There could also be a leak in a connection on the input side to the pump, which would suck air in. Finally, if the return tube is not well aligned
bubbles can be formed from turbulence in this tube.

The absorption of the dye should be around 80-85%. One can alter the absorption and emission curve of dyes by pH tuning them. Adding a base, such as KOH, will shift the laser to lase at a longer wavelength by 5-10 nm, which adding an acid will shift the laser to shorter wavelength by 5-10 nm. In the Rhodamines, this large shift is due to a free COOH group, which in a polar solvent will undergo dissociation based on the pH to satisfy the acid-base equilibrium [196]. It should be noted that pH tuning can shorten the lifetime of the dye and affect the viscosity over time. Increasing the concentration of dye tends to shift the peak emission to longer wavelengths. (This effect is shown in Figure D.2.1 for Rhodamine 19.)

The focus of the pump laser should be slightly in front of the dye jet. If the focus is too far forward, this causes thermal lensing inside of the jet and causes instabilities. Stability can also be increased by moving the focus of the upper-fold mirror up away from the jet, making a smaller spot size on the output coupler. By looking at the expanded output mode of the laser, one can check the position of the pump focus. The output mode of the laser should be a very nice TEM 00 Gaussian mode. If the mode has a brighter center and is diffuse around, it may be unstable. This is due to the focus being too close to the jet. If a star shaped pattern around the output mode exists, then the focus is too far from the dye jet. Any mode other than this is most likely due to a dirty optic causing absorption.

D.1.1 Tuning the 899/699 Lock Box

There are few adjustable potentiometers which can be tuned for optimal locking of the Coherent 899. Table D.1.1 gives an overview of the tuning process. For optimal locking performance, the submarine cavity should be properly aligned. Note, large fridges does not necessarily mean it is properly aligned. Make sure to also minimize the reference photodetector signal as much as possible while still maintaining fringes >1 V.
**APPENDIX D. DYE LASERS - TIPS AND TRICKS**

<table>
<thead>
<tr>
<th>PCB</th>
<th>Control Box Settings</th>
<th>Trace (30 GHz)</th>
<th>Pot #</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A1</td>
<td>Thick Etalon</td>
<td></td>
<td>R₁₀⁷</td>
<td>Football shape Make horizontal</td>
</tr>
<tr>
<td></td>
<td>Free Run Internal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1A₃</td>
<td>Reference Cavity</td>
<td></td>
<td>R₇</td>
<td>5 Modes</td>
</tr>
<tr>
<td></td>
<td>Zero Servo Internal</td>
<td></td>
<td></td>
<td>+5V Peak</td>
</tr>
<tr>
<td>1A₄</td>
<td>Reference Cavity</td>
<td></td>
<td>R₅₁</td>
<td>Flat and Smooth</td>
</tr>
<tr>
<td></td>
<td>Free Run Internal</td>
<td></td>
<td></td>
<td>Not jumps</td>
</tr>
<tr>
<td>1A₅</td>
<td>Laser Power</td>
<td></td>
<td>R₅₆</td>
<td>Flat and Smooth</td>
</tr>
<tr>
<td></td>
<td>Free Run Internal</td>
<td></td>
<td></td>
<td>Not jumps</td>
</tr>
</tbody>
</table>

*Table D.1.1: 899 lock box tuning guide.*

**D.2 DYE CURVES**

Figure D.2.1 shows the dye tuning curves for various dyes lasing from 540 to 660 nm for single frequency operation. All of these curves were measured with a 10 W 532 nm DPSS pump. These curves should serve as a guide to select the right dye. They are not absolute maximums; they have simple been achieved by me at some point in time. A useful resource for dye absorption and emission curves is the Kodak Laser Dye Handbook.
**Figure D.2.1:** Output power for single frequency operation with a 10 W 532 nm DPSS pump. These curves are not absolute maximums, they have simply been achieved by me at some point in time.
The experiment is controlled with multiple programs on multiple computers. This is partly for historical reasons and partly out of necessity. An overview is shown in Figure E.0.1.

All of the experimental control is done with Cicero. Due to the fast 2 Hz rep rate, our version was modified to reduce the buffer generation time. The EMCCDs are controlled with MATLAB via the Andor SDK. The Matlab routine acquires the images, analyses which tweezers are occupied, and sends a data string to the USRP control computer. The USRP has a lookup table as for all
of the initial configures with pre-computed paths for rearrangement. At the moment, there is no communication between the USRP control software and Cicero, so the timing jitter (typically ~ms) must be minimized to achieve reliable rearrangement. The USRP control software was originally written in the Lukin lab for their tweezers control. They graciously lent us their code which we modified for our experiment.

Figure E.0.2 shows the timing sequence of the experiential sequence and Figure E.0.3 shows the values and timings of the analog variables that are time dependent.
Figure E.0.2: Full timing sequence for measuring collisions in tweezers.
Figure E.0.3: Cicero analog variables.
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