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A classical confidence interval is a natural choice for reporting the result of an EDM measurement. The confidence interval’s inclusion or exclusion of the value $d_e = 0$ suggests whether the result is consistent or inconsistent, respectively, with the Standard Model. The confidence level represents an objective measure of the probability that the interval includes the unknown true value of the EDM, $d_{e}^{\text{true}}$. Since no statistically significant EDM has yet been observed, the recent custom has been for electron EDM experiments to report an upper limit at the 90% confidence level [5, 7]. The proper interpretation of such limits is that if the experiment were performed a large number of times, and the confidence interval were computed in the same way for each experimental trial, $d_{e}^{\text{true}}$ would fall within the interval 90% of the time.

Feldman and Cousins have pointed out that in order for this interpretation to be valid, the confidence interval construction must be independent of the result of the measurement [4]. If the procedure for constructing 90% confidence intervals is chosen contingent upon the measurement outcome, the resulting intervals may “undercover,” i.e., fail to include the true value more than 10% of the time. For example, suppose we were to report a two-sided central confidence interval if our measured EDM, $d_{e}^{\text{meas}}$, fell two or more standard deviations from zero and an upper bound based on a folded Gaussian distribution otherwise. The resulting confidence band would be that shown in Fig. 1. The confidence interval for a particular measurement outcome is given by the vertical range of the shaded region at the position of the measured value $x = d_{e}^{\text{meas}}$. If

![Figure 1: Flip-flopping “90% confidence” band described in the text. These intervals are not true 90% confidence intervals because if the true value of the EDM falls between about 1.6σ and 3.7σ, fewer than 90% of experimental trials will contain the true value. An example of this undercoverage is shown in the plot for the case $d_{e}^{\text{true}} = 2.45\sigma$.](image-url)
the true value of the EDM were in the range $1.6\sigma \leq d_{e}^{\text{true}} \leq 3.7\sigma$, our claimed “90% confidence intervals” would include the true value in fewer than 90% of our experimental trials. Feldman and Cousins term this inconsistent approach “flip-flopping.”

We would like to indicate whether we have found a statistically significant EDM by constructing confidence intervals that include $d_{e} = 0$ for small values of $d_{e}^{\text{meas}}$ (relative to the measurement uncertainty) and exclude $d_{e} = 0$ for large $d_{e}^{\text{meas}}$. In order to avoid flip-flopping, we must choose a confidence interval construction that consistently unifies these two limits. We use the Feldman-Cousins method described in Ref. [4], which is popular in low-signal, high-background measurements in astrophysics and particle physics (e.g., Ref. [1–3, 6]). We apply this method to a model with Gaussian statistics, in which the magnitude of the measured EDM $d_{e}^{\text{meas}} = |\vec{d}_{e}^{\text{meas}}|$ is sampled from a folded Gaussian distribution $P(d_{e}^{\text{meas}}|d_{e}^{\text{true}})$ centered on the true value of the EDM, $d_{e}^{\text{true}}$, with a standard deviation given by the quadrature sum of the statistical and systematic uncertainties, $\sigma = \sqrt{\sigma_{\text{stat}}^2 + \sigma_{\text{syst}}^2}:

$$
P(d_{e}^{\text{meas}}|d_{e}^{\text{true}}) = \frac{1}{\sigma\sqrt{2\pi}} \left( \exp \left[ -\frac{(d_{e}^{\text{meas}} - d_{e}^{\text{true}})^2}{2\sigma^2} \right] + \exp \left[ -\frac{(d_{e}^{\text{meas}} + d_{e}^{\text{true}})^2}{2\sigma^2} \right] \right).$$

(1)

Figure 2: Feldman-Cousins confidence bands constructed as described in the text for a variety of confidence levels. Each pair of lines indicates the upper and lower bounds of the confidence band associated with each confidence level. To the left of the $x$-intercepts, the lower bounds are zero. Confidence bands are plotted as a function of the possible measured central values $d_{e}^{\text{meas}}$ in units of standard deviation $\sigma$, and our result is plotted as a vertical dotted line. The $y$-value of the point at which our result line intersects with each of the colored lines gives the upper limit of our measurement at different confidence levels.

The general strategy of the Feldman-Cousins approach is to include in the confidence bands the measurement outcomes that maximize the likelihood of each possible true EDM value. Our procedure is a numerical calculation performed as follows:

1. Construct the confidence bands on a Cartesian plane, of which the $x$-axis represents the possible values of $d_{e}^{\text{meas}}$, and the $y$-axis represents the possible values of $d_{e}^{\text{true}}$. Divide the plane into a fine grid with $x$-intervals of width $\Delta_{x}$ and $y$-intervals of height $\Delta_{y}$. We will consider only the discrete possible values $x_{i} = i\Delta_{x}$ and $y_{j} = j\Delta_{y}$, where the index $i(j)$ runs from 0 to $n_{x}(n_{y})$.

2. For all values of $i$, maximize $P(x_{i}|y_{j})$ with respect to $y_{j}$. Label the maximum points $y_{\text{max},i}^{\text{max}}$.

3. For some value of $j$, say $j = 0$ compute the likelihood ratio $R(x_{i}) = P(x_{i}|y_{j})/P(x_{i}|y_{\text{max},i}^{\text{max}})$ for every value of $i$. 
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4. We will now construct the “horizontal acceptance band” at \( y_j \). Include values of \( x_i \) in the horizontal acceptance band in descending order of \( R(x_i) \). Stop adding values when the cumulative probability reaches the desired confidence level of 90%, i.e., \( \sum_{x_i} P(x_i|y_j)\Delta x = 0.9 \).

5. Repeat steps (3)–(4) for all values of \( j \).

6. To determine the reported confidence interval, draw a vertical line on your plot at \( x = d_{\text{meas}} \). The 90% confidence interval is the region where the line intersects the constructed confidence band.

The plot in Fig. 2 was generated using the prescription above at a number of different confidence levels. Note that the 90% confidence intervals switch from upper bounds to two-sided confidence intervals when the value of \( d_{\text{meas}} \) becomes larger than 1.64\( \sigma \), the same level of statistical significance required to reject the value \( d = 0 \) with 90% confidence in a Gaussian distribution.

![Figure 3: Comparison between 90% confidence intervals computed using three different methods.](image)

In our experiment, we found \( d_{\text{meas}} = 0.458\sigma \) with \( \sigma = 4.48 \times 10^{-29} \) e·cm. In our confidence interval construction, this corresponds to an upper bound of \( d_e < 1.95\sigma = 8.7 \times 10^{-29} \) e·cm at 90% confidence. A comparison between three different 90% confidence interval constructions for small values of \( d_{\text{meas}} \) is shown in Fig. 3: a strict upper bound computed using a folded Gaussian, a two-sided Gaussian central confidence band, and the Feldman-Cousins approach described here, which unifies upper limits and two-sided intervals. For our measurement outcome, the Feldman-Cousins intervals yield a few-percent larger EDM limit than the folded Gaussian upper bound would have.
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