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Abstract

The Standard Model (SM) of particle physics is one of the most successful scientific

theories, but is unable to explain fundamental features of the universe such as baryon

asymmetry. The electron electric dipole moment (eEDM) is a powerful probe of physics

beyond the SM. The ACME experiment seeks to measure the eEDM by performing spin

precession on a beam of thorium monoxide molecules. In 2018, the ACME II experiment

set an upper limit on the eEDM of |de| < 1.1× 10−29 e · cm, which has stood as the most

stringent published limit for the last five years. Since then, the next generation ACME

III experiment has been developed with the goal of improving upon this measurement by

another order of magnitude. Three major sensitivity upgrades (increased spin precession

time, an electrostatic molecular lens, and improved photon detection) have been demon-

strated, and all known sources of systematic uncertainty will be reduced to well below

the projected statistical sensitivity. This work describes the ACME II measurement, the

ACME III apparatus, a lifetime measurement of the EDM-sensitive H-state which allows

an increase in spin precession time, upgrades to the photon detection and data acquisition

systems, and improved control of magnetic fields in the experiment. With these advances,

ACME III is well-poised to accomplish its goal of probing new physics at the scales of tens

of TeV, comparable to the reach of the Large Hadron Collider.
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1
Background

The last century has seen immense progress in our understanding of the fundamental par-

ticles and forces. This was witnessed in the development of the Standard Model (SM) of

particle physics in the latter half of the 20th century. The success of the SM has been exem-

plified in triumphs such as the discovery of the Higgs Boson at the Large Hadron Collider

(LHC) [1, 2] and the experimental verification of its predicted value of the electron mag-

netic moment to a part in a trillion [3, 4]. However, fundamental puzzles remain. The SM

is unable to explain matter-antimatter asymmetry [5], dark matter [6], or dark energy [7].

Without matter-antimatter asymmetry, there would be no stars, planets, or physicists,

while dark matter and dark energy together comprise ∼95% of the matter-energy in the
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universe. Thus, despite its successes, the SM effectively only accounts for a small slice of

the material universe.

In response, new theories “beyond the SM” (BSM) have been proposed to explain these

and other puzzles in particle physics such as the hierarchy problem, the strong CP problem,

and the nature of quantum gravity [8, 9]. Many of these theories are being tested directly

at large-scale experiments such as the LHC. However, many also predict the existence of

permanent electric dipole moments (EDMs) of elementary particles, including the electron.

This is the key motivation for our ACME experiment, which seeks to measure the electron

EDM using a beam of thorium monoxide (ThO). The last decade has seen the immense

potential of such smaller scale tabletop experiments to probe for new physics beyond the

Standard Model.

1.1 The structure of this dissertation

This dissertation primarily reports my contributions to the ACME experiment from 2015-

2022. It comprises of two parts: first, the ACME II experiment, which in 2018 improved

the upper limit on the electron EDM by an order of magnitude, and second, the design

and construction of the next generation ACME III apparatus, projected to improve upon

the sensitivity of ACME II by another order of magnitude. Much of this work would not

have been possible without collaboration with other members of the ACME collaboration.

While most attention will be given to the projects in which I played a leading role, brief

summaries of the progress accomplished on other components of the experiment will be

given in order to provide a broader overview of the experimental effort.

In more detail:

• Chapter 1 provides the theoretical motivations for measuring the electron EDM and

the basics of the measurement method used in the ACME experiment.

• Chapter 2 describes the ACME II measurement, including both the components of
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the experimental apparatus and the systematic errors which were encountered. My

main contributions to this measurement were in the areas of experimental control,

data acquisition systems, data analysis, and maintenance of lasers.

• Chapter 3 is an overview of the new ACME III experiment now being commissioned.

• The next four chapters detail projects to design and improve components of the

ACME III experiment in which I was deeply involved in. The measurement of the

EDM-sensitive state lifetime is described in Chapter 4, photon detection in Chapter

5, data acquisition and experimental control in Chapter 6, and magnetic fields in

Chapter 7.

• Chapter 8 summarizes the overall progress of the ACME experiment so far, as well

as the future prospects for continuing to increase our sensitivity in measuring EDMs.

1.2 EDMs and and the search for new physics

1.2.1 Introduction to EDMs

In classical physics, electric multipole moments arise when the electric potential V of an

arbitrary distribution of charge ρ(r⃗) is expressed as a sum of electric potentials of elementary

combinations of single charges, such as monopoles, dipoles, quadrupoles, and so on, also

known as the multipole expansion [10, ch. 4]. The dipole term is

Vdipole =
d⃗ · r̂
r2

, (1.1)

where d⃗ is the electric dipole moment (EDM), defined as

d⃗ =

∫
ρ(r⃗)r⃗d3r. (1.2)
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An EDM can thus be approximately understood as the degree to which V resembles the

potential of a pair of positive and negative unit charges separated by a distance s, where

we take the limit s→ 0. For the magnitude of d⃗ in Eq. 1.2 to be independent of coordinate

system, the origin is commonly taken to be at the center of mass. d ≡ |d⃗| can then be

interpreted as the separation between the centers of charge and mass of the system. Its

Hamiltonian contribution in the presence of an electric field E⃗ is

HEDM = −d⃗ · E⃗ , (1.3)

where d is commonly given the units e · cm, where e is the elementary charge.

It is possible for composite systems such as polar molecules and atoms to have an induced

EDM in the presence of an electric field, which underlies the well-known linear Stark mixing

of energy levels with opposite parity [11, p. 254]. Much more interesting is the possibility

of permanent EDMs in fundamental particles and nucleons such as protons, electrons,

neutrons, and muons, a search for which was first suggested by Purcell and Ramsey [12].

For the case of electrons, which are considered point-sized elementary particles within the

SM, an electron EDM (eEDM) de would be an intrinsic property rather than a spatially

extended distribution of charge. Because the electron has no known substructure, d⃗e must

be parallel to the electron’s spin S⃗, a consequence of the Wigner-Eckart theorem [11, p.

256]. Thus Eq. 1.3 becomes

HEDM = −d⃗e · E⃗ = −deS⃗ · E⃗ (1.4)

If such an EDM exists, it would be an instance of time reversal (T) symmetry violation,

which makes the question of immense interest to particle physicists, as will be explained in

the next section.
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1.2.2 EDMs and discrete symmetries

A physical system is said to have a symmetry when its behavior remains the same after a

certain transformation is applied [13, ch. 1]. Examples include spatial and time translation

symmetries, both of which are continuous symmetries. A discrete symmetry is one which

returns the same physical system after being applied twice. Three fundamental discrete

transformations underlie the Standard Model:

1. Charge conjugation (C): exchange of each particle for its antiparticle counterpart.

2. Parity (P): inversion of spatial coordinates with respect to the origin, x⃗→ −x⃗.

3. Time reversal (T): inversion of the direction of time, t→ −t.

In 1956, Lee and Yang famously suggested the possibility of P violation, which was later

observed by Wu and coworkers in the decay of cobalt-60 atoms [14, 15]. In 1964, Cronin,

Fitch, and coworkers observed the first evidence of CP violation in neutral kaon decay [16].

CP violation was later also discovered in B mesons [17] and D mesons [18].

Only CPT remains as an unbroken discrete symmetry within the SM. To this day, there is

still no experimental evidence of a CPT violation. The preservation of CPT is a consequence

of the CPT theorem, a rigorous proof of which assumes Lorentz symmetry [19, 20]. The

CPT theorem is a cornerstone of quantum field theory whose violation would have far-

reaching consequences [13, ch. 5]. It has been extensively tested in various experiments,

such as those comparing the properties of matter and antimatter particles [21–24]. If we

assume that the CPT theorem is true, then this means that a CP violation must imply a

T violation, and vice versa.

Returning to the case of EDMs, suppose that a fundamental particle such as the electron

has a non-zero EDM de (Eq. 1.4). If we apply a T transformation to the electron, this

would reverse the direction of S⃗ but not d⃗e, resulting in a different electron than we started

with (Fig. 1.2.1). Similarly, when we apply a P transformation, d⃗e is reversed but not S⃗.
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Thus, a non-zero electron EDM would violate P and T. Due to the CPT theorem, the T

violation would also imply a CP violation. Because the existence of EDMs of fundamental

particles would be a form of CP violation, they are interesting to theorists who seek to

solve fundamental puzzles such as matter-antimatter asymmetry.

e-

e-e-

P T

Figure 1.2.1: EDMs and discrete symmetries. If an electron EDM exists, then
undergoing a P (left) or T (right) transformation will flip only the spin S⃗ or the
EDM d⃗e, transforming the particle. Thus, an electron EDM would violate P and
T.

1.2.3 Matter-antimatter asymmetry

One of the major motivations for the search for more sources of CP violation is the problem

of matter-antimatter asymmetry, also known as baryon asymmetry (see [5] for a review).

As far as we can tell, essentially all matter around us is ordinary matter.1 Searches for

signs of antimatter particles in our solar system by cosmic ray detection have not come

up with significant amounts [25], and other scenarios such as distant star systems or large

regions of the universe being made of antimatter have been ruled out by the lack of obser-

vations of annihilation signatures [26]. This imbalance can be parameterized by the baryon
1Of course, this is putting aside the equally puzzling problems of the nature of dark matter and dark

energy.
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asymmetry of the universe (BAU), defined as the ratio [13, §11.3.2]

η ≡
ηB − ηB⃗
ηγ

, (1.5)

where ηB, ηB⃗, ηγ are the number densities of baryons, antibaryons, and photons respectively.

The value of η has been experimentally determined to be (6.143± 0.190)× 10−10, based on

observations of the cosmic microwave background and Big Bang Nucleosynthesis (BBN)

data [27]. What this means is that there was an excess of roughly one particle of matter

for every 109 matter-antimatter particle pairs in the early universe, after which all the

pairs annihilated, leaving only the remnant excess to constitute all the ordinary matter we

encounter today.

To explain the origin of this asymmetry, theories of baryogenesis have been proposed.

Scenarios in which the BAU originates from the initial conditions of the universe are in-

compatible with the strong evidence for cosmic inflation [28, 29]. Assuming initially equal

amounts of baryons and antibaryons, Sakharov [30] identified three conditions that are

required for baryogenesis, namely baryon number violation, C and CP violation, and de-

parture from thermodynamic equilibrium (assuming that CPT is preserved). All three

conditions are present in the Standard Model. In particular, CP violation is parameterized

in the SM through a complex phase δCKM = (1.144 ± 0.0027) in the Cabibbo–Kobayashi–

Maskawa (CKM) matrix [31]. However, this is an insufficient amount of CP violation to

explain the BAU [32–34].

Motivated by this puzzle, beyond-the-SM (BSM) theories which posit additional sources

of CP violation have been proposed to explain baryogenesis [35, 36]. Most of these theories

predict non-zero values of the EDMs of fundamental particles. In particular, many predict

electron EDMs at around the current experimental limit of 10−29 e · cm [37, 38]. The SM

itself predicts a non-zero eEDM value of de ≈ 10−35 e · cm [39], which is several orders of
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magnitude smaller.2 Thus, any non-zero result in a current eEDM experiment will be an

immediate sign of new physics, in contrast to other probes such as the muon g-factor, where

careful and technically complex calculations of the SM value are required to interpret any

anomalies [41]. Conversely, a null result would be a strong constraint on these theories.

As an example, the ACME II bound severely constrains the two-Higgs-doublet model of

baryogenesis [36, 42].

1.2.4 Other theoretical motivations for electron EDM experiments

There are broader motivations for BSM theories besides baryogenesis. The existence of

supersymmetric (SUSY) particles have been proposed to explain the hierarchy problem [43]

and are also attractive dark matter (DM) candidates [44]. However, recent searches at the

LHC have so far not found any signs of SUSY particles [45]. Electron EDM searches

provide a complementary method to probe such theories. From dimensional analysis, one

can make a general estimate of the scale Λ of new physics being probed by an electron

EDM measurement [46–49]:

Λ2 ∼ me
e

de

(αeff

2π

)n
κ(sinϕCP)(ℏc), (1.6)

where me is the electron mass, e is the electron charge, αeff encodes the coupling strength

of the electron to new particles (with αeff = 4/137 for electroweak interactions), n is

the number of loops in the Feynman diagram from which the eEDM arises, ϕCP is the

CP-violating phase (usually assumed to be of order 1), and κ ≈ 0.1 − 1 is a model-

dependent factor. Thus, the current best limit on the eEDM implies that Λ ≳ 30 TeV

(one-loop processes) or Λ ≳ 3 TeV (two-loop). These figures exceed or are comparable to

the scale of new physics being probed in the LHC, although they are obtained from much
2As explained in Ref. [39], this the “equivalent eEDM” from the SM contribution to the T -violating

electron-nucleon coupling CS (see §2.3) and is the “effective measurable eEDM” in experiments with
paramagnetic systems such as ThO or YbF. The “pure” eEDM value has been calculated to be de ≈
10−40 e [40].
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smaller scale tabletop experiments [49–51]. More detailed calculations find that eEDM

limits provide strong constraints on various versions of supersymmetry [52–55]. Electron

EDM experiments are also capable of probing alternative models of BSM physics beyond

supersymmetry [46, 56, 57]. Finally, some EDM experiments can also be used to search for

oscillating EDMs predicted by the existence of dark matter axionlike particles (ALPs) [58].

We have thus far focused on electron EDM experiments with paramagnetic molecules as

this is the purview of the ACME experiment. Similar tabletop spin precession experiments

with diamagnetic species such as TlF [59], 199Hg [60], and 129Xe [61] are sensitive to T-

violating nucleon EDMs and nuclear Schiff moments. In addition, there are several large-

scale efforts to measure the neutron EDM [62–64]. These efforts are complementary to

electron experiments as they test BSM theories in the hadronic sector.

To summarize, there are broad theoretical motivations to look for the electron EDM

and other forms of T-violations, and their existence may hold the key to solving some

of the most fundamental puzzles in our current understanding of physics. State-of-the-

art experiments measuring these quantities have function as background-free probes of

new physics with extremely high energy reach. Such experiments will likely become even

increasingly important in the next few decades, given the increasing costs and technical

difficulties of continuing to scale up large-scale particle accelerators [65].

1.3 Overview of electron EDM measurements

1.3.1 Basic EDM measurement technique

The majority of EDM measurements use a spin precession technique which originated

from the separated oscillating fields technique to measure nuclear magnetic moments, also

known as Ramsey interferometry [66, 67]. The general scheme features a relatively long spin

precession region sandwiched between two regions for state preparation and readout [68].

For simplicity, let us assume a spin-1/2 system, where the two states of the particle (|↑⟩
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and |↓⟩) have opposite Zeeman and EDM shifts. Static electric (E⃗) and magnetic (B⃗) fields

are applied along ẑ throughout the entire apparatus. In the preparation region the spin of

the particle(s) is prepared along x̂ using RF pulses or lasers:

|ψ⟩ = 1√
2
(|↑⟩+ |↓⟩), (1.7)

The particles proceed to the precession region where their magnetic moment µ⃗ interacts

with B⃗ to result in precession in the xy plane. Due to the opposite Zeeman shifts, the two

components will acquire phases with opposite sign, and similarly with the EDM term d⃗ · E⃗

(Eq. 1.4). The particles reach the end of the spin precession after a certain time τ , at which

point we have

|ψ⟩ = 1√
2
(e−iϕ1 |↑⟩+ e+iϕ1 |↓⟩), (1.8)

where ϕ1 = −(µ⃗·B⃗+d⃗·E⃗)τ/ℏ. The accumulated phase is measured at the readout region by

applying another pulse that projects ϕ1 along +ŷ. The probability of finding the spin along

+ŷ is P+ = sin2 ϕ1. Typically, |B⃗| is set to maximize the change in P+, i.e. ϕ1 ≈ π/4 + nπ

for integer n.

The experiment is then repeated with the relative directions of B⃗ and E⃗ reversed, such

that ϕ2 = −(µ⃗·B⃗−d⃗·E⃗)τ/ℏ. We can then extract the EDM term, ϕEDM = (ϕ1−ϕ2)/2 = d⃗·E⃗ .

As these are quantum measurements (i.e. the result being either 0 or 1), assuming there

are no other sources of noise, the uncertainty in d will be [19, 69]

δd =
ℏ

2τE
√
N
, (1.9)

where N is the number of measurements. This is also known as the shot-noise limit.

This fundamental experimental scheme applies to neutron, atomic, and molecular EDM

measurements, with only subtle variations [70, §2.2]. Experiments with trapped particles

(such as the JILA ion trap eEDM experiment [51]) deliver temporally rather than spatially
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separated preparation and readout pulses. To obtain the smallest possible uncertainty,

Eq. 1.9 shows the precession time, electric field, and number of measurements must all be

maximized. In practice, applied laboratory electric fields are limited to ∼100 kV/cm. τ is

commonly limited by the radiative lifetime of the EDM-sensitive state (if it is not a ground

state) and the velocity of the particles in a beam.

After Ramsey and Purcell first proposed the possibility of searching for EDMs of fun-

damental particles and nuclei in 1950 [12], early efforts focused on measuring the neutron

EDM using the method discussed above on a beam of free neutrons. In 1957, the first exper-

iment using this method successfully placed an upper bound of |dn| < 5× 10−20 e · cm [71].

However, it is not possible to use this method on charged particles such as free electrons,

where applying an electric field will result in the particles accelerating out of control. Thus,

initial limits on the electron EDM were obtained using other techniques: measurements of

the Lamb shift [72], atomic parity [73], electron g-factor [74, 75], and alpha particle scat-

tering [76, 77]. These only managed to place an upper bound of |de| < 10−16 e · cm.

1.3.2 Sandars and the evasion of Schiff’s theorem

A significant advance occurred in 1965, when Sandars showed that it is possible to search for

the electron EDM by measuring the EDM of a neutral atom [78]. Previously, it was thought

that an electron EDM would not produce an atomic EDM, also known as Schiff’s theo-

rem [79]. Intuitively, this can be seen in the following argument [80]: In a non-relativistic

atom with a point-sized nucleus, only electrostatic forces exist. When a homogeneous elec-

tric field is applied to a neutral atom, the atom does not undergo acceleration. Therefore,

it must be the case that the atom is polarized in a way such that its internal electrostatic

forces cancel out the externally applied electric field. Thus, electrons inside the atom on

average experience zero electric field, and an electron EDM would have no effect.

However, Sandars showed that the above argument does not apply for heavy paramag-
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netic atoms with a high atomic number Z, whose constituents move non-relativistically.3

For an electron in an electric field EEE , the relativistic EDM Hamiltonian is [68, 80]

HEDM = −deγ0ΣΣΣ · EEE

= −deΣΣΣ · EEE − de(γ
0 − 1)ΣΣΣ · EEE , (1.10)

where γ0 and ΣΣΣ =
(
σσσ 0
0 σσσ

)
are standard Dirac matrices. When HEDM is added as a pertur-

bation to the Dirac Hamiltonian for a single-electron atom in an external electric field, the

first term vanishes in the non-relativistic limit, which is Schiff’s theorem [80]. The second

term remains and contributes an EDM energy shift [81, 82]

∆EEDM = ⟨ψ| de(γ0 − 1)ΣΣΣ · EEE |ψ⟩

=

〈
ψ

∣∣∣∣∣∣∣
0 0

0 −2deσσσ · EEE


∣∣∣∣∣∣∣ψ
〉
. (1.11)

As the operator above has odd parity, the shift vanishes if |ψ⟩ is a parity eigenstate [83,

§1.1.2]. Thus, a laboratory electric field must be applied to mix |ψ⟩ with a state of opposite

parity |ψ′⟩ separated by. The polarization P expresses the degree of mixing,

P ≈ −E D

∆E
, (1.12)

where D is the transition dipole moment between the two parity doublets, ∆E is the

energy difference, and 0 < P < 1. In this way, the electron EDM value can be obtained

by measuring the EDM of an atomic or molecular system. A more intuitive classical

explanation is that the electron’s EDM undergoes a length contraction when it moves

at fast speeds near the nucleus, sidestepping the non-relativistic assumption of Schiff’s
3Alternatively, the argument also does not apply to diamagnetic atoms with a large nucleus, which

drives the search for hadronic EDMs and nuclear Schiff moments in atoms such as 199Hg and TlF.
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theorem [80]. This effect is more pronounced for certain heavy paramagnetic atoms, such

that the average electric field experienced by the electron will be enhanced compared to

the laboratory E⃗ . The EDM Hamiltonian becomes [68]

HEDM = d⃗e · E⃗eff = d⃗e · QP E⃗ (1.13)

where Q is an atom-dependent enhancement factor that roughly scales as Z3 [84]. This

equation favors experiments using atoms with high Z such as cesium (R = QP ≈ 120),

thallium (R ≈ −600), or francium (R ≈ 1150) [85–87]. One difficulty of atomic EDM ex-

periments, however, is that the parity doublets are usually electronic levels with ∆E ≳ 100

THz, resulting in P ∼ 10−3. In contrast, molecular EDM experiments use rotational split-

tings or Ω-doubling splittings which are much smaller, allowing much greater polarization

and thus larger Eeff .

1.4 Progress of electron EDM measurements

Figure 1.4.1 shows a plot of the progress in reducing the upper limit of the electron EDM in

70 years of searches.4 Sandars’ aforementioned discovery regarding atomic EDMs opened up

a new era of rapid progress. Since then, an improvement of over eight orders of magnitude in

precision has been seen. More recently, molecular EDM experiments initiated a remarkably

fertile period of progress which has seen two orders of magnitude of improvement within

a decade. No eEDM has yet been found. Today, the precision of state-of-the-art electron

EDM experiments make them extremely powerful and sensitive probes of new physics. Here,

we will briefly discuss some of these experiments including the challenges they encountered

from systematic effects.
4Not all eEDM experimental results have been shown, but only those which were the best limit (or close

to it) when they were published.
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Figure 1.4.1: Progress in electron EDM measurements. a) After Purcell
and Ramsey [12] initiated the search for EDMs for fundamental particles (vertical
dashed black line), initial measurements used a variety of methods [73–77]. Sandars’
seminal paper in 1965 [78] (vertical dotted red line) began a new era where atomic
EDMs could be used to search for the eEDM, resulting in rapid progress in the
1960s with cesium experiments [88–92], and later in the 1990s with thallium [93–
95]. b) The last decade has seen impressive improvement of nearly three orders of
magnitude with the use of polar molecules, which have a much larger Eeff [49–51, 96].
Also shown are the limit in the recent preprint from the JILA II experiment [97]
and the projected ACME III statistical sensitivity (Chapter 3).
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1.4.1 Atomic electron EDM experiments

The first atomic eEDM measurement was performed by Sandars and coworkers with a

beam of cesium atoms, reducing the previous bound by five orders of magnitude, |de| <

2 × 10−21 e · cm [98]. The main systematic error came from a motional magnetic field

B⃗mot =
1
c
E⃗ × v⃗ arising from the interaction between the atom’s magnetic dipole moment as

it moves in the electric field E⃗ [19, §3.5.3]. If E⃗ is perfectly parallel to B⃗, this would not be

a problem as B⃗mot is perpendicular to B⃗. However, a small misalignment would cause an

energy shift that masquerades as an EDM. This became a dominant systematic effect in

many atomic beam EDM experiments. One method to suppress it is to build an apparatus

with two atomic beams propagating in opposite directions, allowing reversal of the sign

of the effect [99]. Another suppression method is to use atoms with high polarizability,

such that the quadratic Stark shift is much larger than the Zeeman shift [68]. This second

suppression method was first demonstrated in a xenon EDM experiment by Player and

Sandars [100]. These and other improvements in Cs experiments through the 1960s led to

the reduction of eEDM limit by a further two orders of magnitude [88–92, 99, 100].

Subsequent significant progress only came in the 1990s, starting with a highly sensitive

Cs experiment by Hunter et al. [101] conducted in a cell which was not affected by motional

magnetic field effects and improved upon the previous limit by over an order of magnitude.

The leading systematic effect in the experiment came from leakage currents in the electric

field plates. Eventually, the most precise atomic beam experiments were performed by

Commins et al. with thallium [93–95]. With R = −585 and E = 122 kV/cm, Eeff ≈

70 MV/cm was achieved. In the last iteration, two pairs of counter-propagating atomic

beams were built, the second pair being for sodium atoms as a co-magnetometer. Sodium

has a different sensitivity to the eEDM compared to thallium, enabling more powerful

differentiation of systematic from EDM shifts. This experiment set the best atomic limit

on the electron EDM, |de| < 1.6× 10−27 e · cm.
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1.4.2 Molecular electron EDM experiments

The last decade has seen astonishing progress in the search for the eEDM through the

use of molecular EDM measurements. Compared to atomic EDM experiments, heavy

paramagnetic polar molecules are able to achieve much better sensitivity to the eEDM

because of their much higher Eeff ≈ 10−100 GV/cm. This is possible because the molecules

have parity doublets that are separated by much smaller splittings and are thus much more

easily polarized. As an example, for ThO this splitting is several hundred kHz, ∼103 − 104

smaller than in typical atoms [68]. However, molecules are often more difficult to produce

in large numbers and state preparation and readout are usually more complex, requiring a

large number of lasers. Diatomic molecule species which have been used in electron EDM

experiments are shown in Table 1.4.1.

Molecular species |Eeff |
(GV/cm)

eEDM bound
(e · cm) Ref.

YbF 26 1.1× 10−27 [50, 102]
ThO 78 1.1× 10−29 [49, 103, 104]
HfF+ 23 4.1× 10−30 [97, 105]
ThF+ 35 - [104, 106]
WC 36 - [107]
PbO 25 1.7× 10−26 [108, 109]
BaF 6.5 - [110, 111]

Table 1.4.1: Diatomic molecular species which have been used in electron EDM
experiments, together with their calculated effective electric field values and the
latest eEDM upper bound obtained (if applicable).

In 2011, the Imperial College YbF experiment was the first molecule eEDM experiment

to exceed the precision of atomic eEDM experiments [50]. Due to the high polarizability

of the YbF molecule, Eeff = 14.5 GV/cm was achieved while only applying a laboratory

E = 10 kV/cm. This polarizability also suppressed the motional magnetic field effect far

below the statistical sensitivity. Instead, the leading systematic effects were related to

imperfect E reversal. The experiment slightly improved the upper bound on the eEDM by
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a factor of 1.5 to |de| < 1.05× 10−27 e · cm.

The ACME experiment uses the H3∆1 state of ThO to measure the eEDM, which can

attain full polarization (Eeff = 80 GV/cm) with a laboratory field of only 10 V/cm. An

important property of ThO is the presence of two states where the EDM energy shifts

have opposing signs, allowing them to be used as a pair of in-built co-magnetometer states

for systematic error identification and rejection. With cryogenic buffer gas beam source

technology [112], a large number of usable molecules can be produced in the beam. These

and other advantageous features of ThO for an eEDM experiment are reviewed in §1.5.1.

The ACME I experiment was completed in 2014 and successfully improved the previous

eEDM limit by an order of magnitude [96, 113]. Like the YbF experiment, major systematic

effects in ACME have arisen from imperfect E-reversal. The second generation ACME II

experiment was completed just four years later, improving on the upper limit by another

order of magnitude to |de| < 1.1× 10−29 e · cm, which at the time of writing still stands as

the best published limit on the electron EDM. A more detailed account of the ACME II

experiment is given in Chapter 2.

The JILA eEDM experiment was the first EDM experiment to use trapped molecular

ions [51]. The measurement is performed in the metastable 3∆1 state of HfF+, which has

several similar advantageous features as ThO, including a reasonably high Eeff (23 GV/cm),

high polarizability (requiring only E = 24 V/cm), and co-magnetometer states. Because

the experiment is conducted in an ion trap, very long coherence times (∼1 s) are possible.

Furthermore, the fact that the polarizing electric fields and ions are rotating relative to

the laboratory is useful in screening out effects such as constant magnetic field offsets. In

2017, the first generation of this experiment trapped ∼1500 ions per shot with τ ≈ 700 ms,

obtaining an eEDM limit within a factor of 1.4 of ACME I. The second generation JILA

experiment has an increased coherence time of 1.5 s, N ∼ 2× 104 per shot, and the ability

to measure an EDM with two co-magnetometer states simultaneously [114]. Recently, the

experiment revealed its final result, which improves upon the ACME II bound by a factor
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of 2.4 [97, 115].

1.4.3 Future prospects

New generations of all three of the molecular EDM experiments described above are un-

derway. Since their 2011 result, the YbF experiment has undergone significant upgrades,

achieving a demonstrated sensitivity of 1.5× 10−28 e · cm/
√
day [116]. Recent accomplish-

ments in performing transverse laser coooling on the YbF beam may further improve their

sensitivity by another two orders of magnitude [117]. The ACME III experiment, featured

in this dissertation, has completed various demonstrated upgrades and is projected to im-

prove upon the sensitivity of ACME II by at least an order of magnitude within the next

few years (Chapter 3). The third generation of the JILA eEDM experiment is also under

construction. It plans to use the ground state of the ThF+ molecule, which has similar

properties as HfF+ while allowing even longer coherence times [106].

In the more distant future, a promising path forward for eEDM measurements lies in

using molecules trapped in an optical lattice, which allows the combination of extremely

long coherence times and large numbers. Such a method seems experimentally feasible,

given recent experimental successes in creating magneto-optical traps for molecules, a re-

quired step to load the optical lattice [118–120], as well as the use of optical lattices for

highly precise atomic clocks [121]. This technique has been proposed for YbF [122]. With

projected N = 106 per shot, τ = 10 s, and Eeff = 17.5 GV/cm, this would accomplish a

statistical uncertainty of 2 × 10−32 e · cm/
√
day. Certain species of polyatomic molecules

have also been identified as suitable for this technique [123]. YbOH has a similar Eeff as

YbF but is much more easily polarizable and possesses internal co-magnetometer states.

A final method of measuring the eEDM which has been recently proposed is to use

EDM-sensitive polar molecules embedded in a solid, transparent matrix of a rare gas such

as argon [124, 125]. Such a matrix could be made using the recently developed ice-film

nanocapacitors technique [126]. In the matrix, forces between ions in the molecule and
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nearest neighbor inert gas atoms inhibit the rotation of the molecule and enable them to

stay polarized even in the absence of a laboratory E . The main advantage of this technique

would be extremely large numbers, with N ∼ 1013 for a 1 cm3 sample. Using a polar

molecule such as BaF and τ ≈ 100 ms (limited by the density of molecules in the sample),

a statistical uncertainty of 5 × 10−34 e · cm/
√
day could be obtained, which would be

tantalizingly close to the SM prediction, |de| ∼ 10−35 e · cm [39]. However, this technique is

very new, and major experimental work remains to be done to fabricate such samples and

study their suitability for an EDM experiment, especially for systematic effects which may

be quite different from atomic or molecular EDM experiments.

1.5 Measuring the electron EDM with ThO

The ACME experiment measures the EDM by performing a spin precession measurement

on a beam of thorium monoxide (ThO) molecules in the |H, J = 1⟩ state. In this section,

we will review the basic structure and properties of ThO which make it a compelling species

for an EDM experiment.

1.5.1 The general structure of ThO

As a diatomic molecule, ThO possesses electronic, vibrational, and rotational degrees of

freedom. It is best classified as a Hund’s case (c) molecule where the orbital L⃗ and spin

S⃗ angular momentums couple to the total electronic angular momentum J⃗e = L⃗+ S⃗ [127,

§9.2]. However, Je is not a good quantum number. Instead, a good quantum number is Ω,

the projection of J⃗e onto the molecule internuclear axis n̂:

Ω = J⃗e · n̂, (1.14)

= Λ + Σ, (1.15)

19



where Λ and Σ respectively refer to the projections of L⃗ and S⃗ onto the internuclear axis.

A diatomic molecule can also rotate around its center of mass along its internuclear axis

n̂, resulting in the rotational angular momentum R⃗ that combines with Ω to give the total

angular momentum J⃗ = R⃗ + Ωℏn̂. Hence J is also a good quantum number.

Each state of ThO is commonly described with the basis set |Y, ν, J,M,Ω⟩. Y is a letter

designating the electronic state (X, C, H, Q, etc.), where X indicates the ground state.

Fig. 1.5.1 shows all electronic states used in the ACME II and III experiments and their

associated commonly used transitions. ν denotes the vibrational quantum number. In

this work virtually all states are in the lowest vibrational state ν = 0, so this number will

usually be omitted from the description of the state. J and M respectively denote the

total angular momentum and its projection along the laboratory ẑ axis. Ω has already

been defined above. The ACME electron EDM measurement is conducted in the lowest

(J = 1) rotational level of the H-state.

1.5.2 Advantageous features of the H 3∆1 state of ThO

Although ThO is a Hund’s case (c) molecule, each electronic state can be expressed as a

sum of Hund’s case (a) states, where Λ and Σ are good quantum numbers. The H electronic

state has a predominant composition of 98.4% 3∆1 state (S = 1, |Λ| = 2, |Ω| = 1),5 which

has two valence electrons in σ and δ orbitals. This results in several features that are

favorable for an EDM measurement:

Large effective electric field. The σ electron spends a lot of time near the heavy Th

nucleus, resulting in Eeff = 78(2) GV/cm,6 the highest among any of the molecules being

actively used for eEDM experiments.

Small magnetic moment. As Λ + Σ = Ω always holds (Eq. 1.15), in a 3∆1 state,
5Hund’s case (a) states are written with the spectroscopic notation 2S+1|Λ||Ω|.
6This number is obtained by averaging the latest results from the two groups which have independently

computed Eeff : Skripnikov (2016), 79.9 GV/cm, 4% uncertainty [103] and Denis and Fleig (2016), 75.2
GV/cm, 3% uncertainty [128]. Previous calculations of Eeff can be found in [129–132].
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Figure 1.5.1: Electronic levels of ThO, including arrows indicating transitions
used in the ACME II and III experiments discussed in this dissertation. Energy
distance between states is not to scale. The Ω quantum number is the projection
of the total electronic angular momentum J⃗e onto the molecule internuclear axis n̂.
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Λ = −2Σ. In other words, the projection of the spin angular momentum is always opposed

to the projection of the orbital angular momentum. As the g-factor of the state gH ≈

gsΣ + gLΛ = 0, this means the H-state is magnetically very insensitive, which is very

useful for suppressing magnetic field-related systematic effects. The value of gH has been

measured to be 0.0088(1) [133].

High polarizability. Ω-doubling is present in all states of ThO with Ω ̸= 0. In the

H 3∆1 state, Ω = ±1. These two values correspond to the clockwise and counterclockwise

rotation of the angular momentum vector around the internuclear axis [134, p. 329]. In

the absence of an electric field, these two states are degenerate, resulting in two parity

eigenstates

|ψ⟩ = |Ω = 1⟩ ± |Ω = −1⟩√
2

, (1.16)

which have a very close spacing ∆|Ω|,J=1 = 2π × 362(2) kHz [83, §D.3]. In the ACME

experiment, these states can be fully mixed with a very small laboratory electric field

E = 10 V/cm to achieve the maximum value of Eeff [135]. This is much less than the E

required in several other experiments, such as the Imperial YbF experiment which requires

E of several thousand kV/cm to polarize a much larger rotational splitting.

A low E requirement for polarization has several advantages. First, it strongly suppresses

motional magnetic field and leakage current systematic effects, which have plagued many

generations of EDM experiments. Due to this and the small magnetic moment of the H-

state, these effects have never been a concern in the ACME experiment so far. Second, it

gives flexibility in choosing E without sacrificing EDM sensitivity. In ACME II, data was

taken at two different E (80 V/cm and 140 V/cm) as a systematic check. Lastly, it omits

risks when working with high voltage field plates such as electric field breakdown [136].

Internal co-magnetometer states. Once the two parity eigenstates are fully mixed in

an E-field, two parity-mixed states emerge corresponding to whether E⃗eff is aligned or anti-

aligned with the internuclear axis n̂.7 These two states are distinguished by the quantum
7In the convention used in ACME literature, n̂ is taken to point from the O atom towards the Th atom,
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number Ñ = ΩMsign(E · n̂). The EDM energy shift is [83, §2.1.4]

∆EEDM = −deS⃗ · E⃗eff = (S⃗ · n̂)(deEeff) = Σ(deEeff) = −Ω(deEeff) = −MÑ ẼdeEeff , (1.17)

where we have defined Ẽ = sign(E · n̂) and used the fact that for the H-state, Ω = −Σ.

This means that by alternately performing the EDM measurement in the two Ñ = ±1

states, one can reverse the direction of the EDM shift without physically reversing the

direction of the laboratory Ẽ . Instead, switching Ñ can be done by tuning the preparation

lasers several tens of MHz, which is readily accomplished using an acousto-optic modulator

(AOM). Hence, the two states function as internal co-magnetometers. This is an extremely

useful feature for diagnosing and rejecting systematic errors, as only effects that are odd

with respect to the reversal of Ñ Ẽ will cause a shift in the EDM channel ωÑ Ẽ . An example

would be a leakage current systematic effect, which to first order would reverse with E but

not Ñ Ẽ .

In addition to the advantages afforded by the 3∆1 structure of theH-state, ThO possesses

several other advantages for an EDM measurement.

Adequate radiative lifetime. The H-state is a metastable state which can only

radiatively decay to the ground state X (Fig. 1.5.1). Its lifetime has been measured to

be τH = 4.2 (5) ms (Chapter 4). While this is not as long as HfF+ (3 s) or YbF and ThF+

(ground state), it is long enough for an experiment using a slow molecular beam, unlike

species with very short-lived lifetimes for their EDM state such as PbO [137]. Moreover, as

explained in Chapter 3.1, there is much room for improvement in ACME III by extending

the spin precession time to fully make use of the lifetime.

No nuclear spin. ThO does not have nuclear spin, which means that there is no need

to deal with hyperfine structure, unlike YbF or HfF+.

and a positive E⃗eff is taken to be anti-aligned with n̂, such that E⃗eff = −Eeff n̂. [113].
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High-yield production method available. A cold, intense beam of ThO can be

produced using cryogenic buffer gas beam technology [112, 138]. The beam source used in

ACME I and II produced ∼ 3 × 1011 ground state (X) molecules per steradian per pulse

at a temperature of ∼ 4 K, mean velocity of 180-200 m/s, and repetition rate of 50 Hz.

This is a large number in comparison to experiments such as YbF [139]. Established atomic

physics techniques such as rotational cooling and STIRAP [140] can be applied to efficiently

transfer the molecules to the |H, J = 1⟩ state. More recently, studies have revealed that it

is possible to transfer the molecules to the Q-state, which is long-lived with a large linear

Stark shift, allowing the building of a molecular lens to collimate the beam and further

increase molecule yield [141, 142].

Well-known spectroscopy and accessible laser transitions. The structure of ThO

has been studied since the 1960s (e.g. [143, 144]), removing the need to perform preliminary

spectroscopy which is common in many new proposals for molecular EDM experiments.

All the energy transitions used in the ACME experiments are accessible with commercially

available diode lasers.

1.5.3 General EDM measurement scheme

ACME measures the EDM using the previously described general spin precession technique

(§1.3.1). The precession occurs in the interaction region, where electric and magnetic fields

are applied to molecules in the |H, J = 1⟩ state of ThO. In the fully polarized (i.e. linear

Stark) regime, this results two Ñ = ±1 co-magnetometer states of mixed parity and three

energy shifts (Fig. 1.5.2).

Assuming fields E⃗ and B⃗ pointing along ẑ with magnitudes B = |B⃗|, E = |E⃗ |, the

combined energy shift for the M = ±1 levels is [113, 145]

∆E(M, Ñ ) = −D1EÑ −Mµ1BB̃ −MÑ ẼdeEeff , (1.18)
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Figure 1.5.2: Energy structure of the H 3∆1, J = 1 state in the presence
of electric and magnetic fields. In the absence of any fields, there are three
degenerate M -states with an Ω-doublet splitting of ∆|Ω=1|,J=1 = 362 kHz. In the
spin precession region of the ACME experiment, electric (E) and magnetic (B) fields
are applied to the molecule along ẑ. The electric fields fully polarize the molecule,
resulting in two Ñ = ±1 states of mixed polarity for the M = ±1 states and a
Stark shift D1|E|. These states correspond to the direction of d⃗e being aligned or
anti-aligned to the molecule’s internal electric field E⃗eff , resulting in eEDM shifts of
opposite sign. The magnetic field results in a Zeeman shift µB with opposite signs
for M = ±1.
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whose three terms correspond to the Stark, Zeeman, and EDM shifts respectively. The

EDM shift term is the same as in Eq. 1.17. For the Stark shift, D1 = 2π× 1 MHz/(V/cm)

is the electric dipole moment of |H, J = 1⟩. (The M = 0 state is unaffected by the electric

field.) For the Zeeman shift, B̃ = ±1 is the direction of the magnetic field (aligned or

anti-aligned to ẑ) and µ1 is the magnetic moment for |H, J = 1⟩, which is slightly different

for the two Ñ states and also affected by mixing with other electronic and rotational states

in the presence of an electric field. It can be expressed as

µ1(E , Ñ ) = (g1 + η1EÑ )µB, (1.19)

where ḡ1µB = −0.00440(5)µB = −2π × 6 kHz/G and η1 = 0.79(1) nm/V [113, 145]. In

the ACME experiment, E ∼ 100 V/cm and B ∼ 1 mG (for ACME II), resulting in Stark

and Zeeman shifts of roughly hundreds of MHz and Hz respectively. In the spin precession

region, the molecules are prepared in a superposition of M = ±1 in one of the Ñ states:

|ψ(t = 0, Ñ )⟩ = 1√
2
(|M = +1, Ñ ⟩+ |M = −1, Ñ ⟩), (1.20)

after which they precess within the xy-plane under the influence of E and B until t = τ ,

acquiring a phase

|ψ(t = τ, Ñ )⟩ = 1√
2
(e−iϕ |M = +1, Ñ ⟩+ e+iϕ |M = −1, Ñ ⟩), (1.21)

which is measured by projecting the state by exciting the molecule to the short-lived I-

state and detecting the resulting fluorescence from the decays. Only terms in Eq. 1.18 that

depend on M contribute to this phase shift:

ϕ ≈ −(µ1BB̃ + Ñ ẼdeEeff)τ
ℏ

. (1.22)
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By measuring ϕ multiple times while switching the values of Ñ and Ẽ , the EDM contri-

bution to the phase ϕÑ Ẽ can be extracted. The precession time τ is typically measured

by switching B̃ and using the known values of µ1 and B. The value of Eeff is taken from

molecular theory calculations [103, 128]. With these, it is possible to determine the electron

EDM value de. Assuming the measurement is shot-noise limited, following Eq. 1.9 it will

have an uncertainty of

δde =
ℏ

2τEeff
√
ṅT

, (1.23)

where ṅ is the rate of detected molecules participating in the spin precession, and T is the

experiment time. For ACME II, τ = 1 ms, Eeff = 78 GV/cm, ṅ ∼ 300, 000 molecules/pulse =

1.5× 107 Hz, T ≈ 350 hours, giving δde ∼ 10−30 e · cm, which is within a factor of a few of

the actual ACME II statistical uncertainty, δde = 3.1× 10−30 e · cm.
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2
The ACME II electron EDM measurement

The ACME II experiment in 2018 obtained a new upper limit on the electron EDM, about

an order of magnitude smaller than the previous best limit also obtained from the ACME

I experiment [49, 96]. Various efforts to upgrade the ACME I apparatus as part of the

ACME II campaign have been described in the Refs. [146, 147]. The ACME II experiment

and its results have been extensively discussed in Refs. [49, 70, 148]. This chapter pro-

vides sufficient background to understand the research efforts towards the next generation

ACME III apparatus (Chapter 3). In the ACME II measurement, I made key contributions

towards experimental control, data acquisition, and data analysis, in addition to assisting

in commissioning of the apparatus, maintaining lasers and optics, and taking final run data.
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2.1 Apparatus and Methods

A schematic of the whole ACME II beamline is shown in Fig. 2.1.1. The molecular beam

travels along +x̂, gravity points along +ŷ and the electric and magnetic fields are applied

along ẑ [113]. Lasers are sent horizontally primarily along +ẑ (East to West).

2.1.1 Molecular beam source

A beam of ThO molecules is produced via laser ablation in a cryogenic buffer gas beam

source [112, 138]. The core of the beam source is a small copper chamber (commonly

called the cell) held at 16-17 K using a pulse tube cooler1 and a resistive heater. The

cell contains two disc-shaped pressed thoria (ThO2) ablation targets (0.6” diameter) and

several openings for optical access, the buffer gas fill line, and the exit of the molecular

beam. It is encased in a 4 K inner layer to cryopump the neon buffer gas and shield

blackbody radiation, a 60-70 K middle layer to provide additional shielding, and an outer

room-temperature vacuum chamber layer.

During operation, neon flows into the cell as a buffer gas at ≈ 40 SCCM.2 Pulsed YAG

laser beams3 are sent into the cell at 50 Hz and focused with a lens near the surface of

the ablation target. This creates pulses of ThO molecules alongside other byproducts.

The molecules are cooled by elastic collisions with the neon and extracted through a 6

mm diameter aperture. Outside the cell, the gas rapidly expands and cools further until

inter-molecular collisions are no longer significant, such that the molecules follow a ballistic

trajectory throughout the rest of their journey through the beamline. This process produces

∼ 1011 molecules per pulse with an FWHM of 45 degrees. The longitudinal velocity of the

molecules has a mean and standard deviation of ≈ 200 m/s and 13 m/s, although 10-20%

faster speeds are common with newer ablation targets. The rotational temperature is ≈ 4
1Cryomech PT415.
2Standard cubic centimeters per minute.
3Litron Nano TRL 80-200, 1064 nm, 60-70 mJ pulses of ≈ 5 ns each.
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K, corresponding to ≈ 90% of molecules being in the J = 0–3 rotational states.

With a new ablation target, the beam source can typically produce molecules continu-

ously for 10-20 minutes before the spot on the target is exhausted and the signal decreases

below acceptable levels. At this point, the data taking is briefly paused while the ablation

laser is redirected to a different spot on the target by adjusting a motorized mirror. After

about 1-2 weeks of constant (18 hr/day) operation, the target can no longer be used and

must be replaced.

The ACME beam source was originally developed for ACME I and its basic physics and

features are essentially the same throughout ACME II and III, with the exception of some

practical upgrades in the latter (§3.1.4, §3.3.3). More detailed accounts of the beam source

(including its development) can be found in past ACME dissertations [83, 147].

2.1.2 Rotational cooling

Having exited the beam box, the molecules enter a module where optical pumping on three

X − C (690 nm) transitions is performed to transfer the populations in J = 1, 2, 3 to

|X, J = 0⟩, a process we term “rotational cooling”. The |C, ν = 0⟩ → |X, ν = 0⟩ branching

ratio has been measured to be 74% [141], making it suitable for rotational cooling. In

the first stage of rotational cooling (Fig. 2.1.2a), pumping is performed on |X, J = 2+⟩ →

|C, J = 1−⟩ and |X, J = 3−⟩ → |C, J = 2+⟩.4 Due to parity selection rules, the molecules

spontaneously decay to |X, J = 0+, 1−⟩ respectively. However, this scheme does not work

to transfer the population from |X, J = 1−⟩ to |X, J = 0+⟩, as these are states of oppo-

site parity. Thus in the second stage an electric field E ≈ 150 V/cm is applied to fully

mix the C-state parity doublets. Optical pumping is then performed on |X, J = 1+⟩ →

|C, J = 1,N = +1⟩ (Fig. 2.1.2b), resulting in spontaneous decay to |X, J = 0, 2⟩. Here and

in the figure we use the N = ±1 notation to denote the two sublevels of mixed parity, as
4The superscript denotes the parity of the state. For Ω = 0 electronic states such as X, the parity is

P = (−1)J , whereas in the absence of an electric field, electronic states with |Ω| ≥ 1 have sublevels of each
parity due to Ω-doubling, as previously discussed in §1.5.2.
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was previously done for the H-state (§1.5.2).

J=1−

J=3−

J=1
J=2

J=3

J=0+

J=2+

X

C

b)

J=1−

J=3−

J=1
−+

−+

−+ J=2
J=3

J=0+

J=2+

X

C

a)

690 nm

Figure 2.1.2: ACME II rotational cooling. Rotational cooling is applied using
the 690 nm X − C transition to transfer higher-lying rotational populations to
J = 0. In the figure, only the J ≤ 3 levels are displayed. (Because the C state
has |Ω| = 1, it has no J = 0 state.) a) In the first stage, optical pumping is
performed on |X, J = 2+⟩ → |C, J = 1−⟩ and |X, J = 3−⟩ → |C, J = 2+⟩. The
population spontaneously decays to |X, J = 0+, 1−⟩. b) In the second stage, the
J = 1 population is transferred to J = 0 via optical pumping on |X, J = 1−⟩ →
|C, J = 1⟩ in the presence of an electric field to fully mix the C-state parity doublet,
whose sublevels of mixed parities are denoted by N = ±1, analogous to the Ñ
sublevels in the H-state used for an EDM measurement (Fig. 1.5.2).

In each of the rotational cooling stages, the laser(s) are passed through the molecular

beam 5-7 times with alternating x̂ and ẑ polarizations. This polarization switching is

required to avoid dark states formed by superpositions of M -sublevels. Overall, rotational

cooling increases the population in |X, J = 0⟩ by a factor of ≈ 2.5. A more detailed account

of the rotational cooling can be found in Lasner’s thesis [70, §2.6].

2.1.3 Interaction region

The molecules then enter the interaction region where the spin precession occurs. The

region is shielded with five layers of mu-metal magnetic shielding to achieve a background
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|B| ≈ 100-200 µG. An electric field E = 80 V/cm or 140 V/cm is applied with a pair of

parallel glass field plates coated with indium tin oxide (ITO). A magnetic field B is applied

along ẑ with a set of rectangular cosine coils [113, §3.2.6]. |B| is regularly switched between

0.7 mG, 1.3 mG, and 26 mG.

2.1.4 State preparation and refinement

In the interaction region, the molecules are first transferred from |X, J = 0,M = 0⟩ to the

|H, J = 1,M = ±1, Ñ ⟩ state by Stimulated Raman adiabatic passage (STIRAP, Fig. 2.1.3a).

STIRAP is a well-known technique that allows nearly-complete transfer between two states

(in this case X → H) via an intermediary third state (|C, J = 1,M = 0,P = −1⟩) [149,

150]. A pair of co-propagating, partially overlapping laser beams are sent through the

molecular beam: the Stokes beam (H − C, 1090 nm, 10 W, x̂-polarized) followed by the

Pump beam (X −C, 690 nm, 300 mW, ẑ-polarized). This counterintuitive pulse sequence

causes the adiabatic evolution of the dark state in the system from X to H, resulting in

highly efficient transfer. The two laser beams are near-resonant with detunings ∆Stokes and

∆Pump respectively as depicted in Fig. 2.1.3a. (Note that the STIRAP two-photon detuning

is defined as δ ≡ (∆Pump −∆Stokes)/2. This will be an important quantity when discussing

systematic errors in §2.2.)

Because of the high power requirement of the Stokes beam (due to the small transition

dipole moment of the H − C transition [151]), the lasers are sent in vertically along ŷ

instead of horizontally to avoid going through and heating up the field plates, which may

cause systematic effects (§2.2.3). To achieve sufficient intensity, the beam waists must be

compressed to ≈ 150 µm along x̂. Because of the parity P = −1 of the intermediate C-state

and the polarizations of the Stokes and Pump beams, the STIRAP process results in the

molecules being prepared in a coherent superposition of |M = ±1⟩ states:

|ψ(t = 0)⟩ = 1√
2
(|M = +1, Ñ ⟩+ |M = −1, Ñ ⟩). (2.1)
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The frequency of the Stokes laser is constantly switched every 0.5 s using an AOM to

alternately prepare the molecules in one of the Ñ = ±1 states.

In ACME II, this STIRAP process resulted in a transfer efficiency η = 75% of the

molecules in |X, J = 0⟩ to |H, J = 1⟩, likely limited by the 1090 nm power and small mis-

alignments due to the difficulty of sending in the beams vertically. This transfer efficiency

is about 12 times better compared to the optical pumping transfer method in ACME I.

More details of the implementation ACME II STIRAP can be found in Refs. [140, 148].

I, J=1

H
J=1
M = −1

703 nm512 nm

M = 0

0 +1

b)

X, J=0+

C, J=1

M = −1

1090 nm
(Stokes)

690 nm
(Pump)

M = 0

M = 0

0 +1

a)

H
J=1

Figure 2.1.3: ACME II state preparation. a) Molecules are transferred with
near-unity efficiency from X to H by STIRAP via the intermediate C state. The
process results in the molecules being prepared in a coherent superposition of M =
±1 states. The frequency of the Stokes beam is constantly switched to prepare
in either one of the Ñ = ±1 states. b) After STIRAP transfer, optical pumping
on the H − I transition is performed to refine the prepared state. The molecules
then undergo spin precession and accumulate a phase ϕ, which is read out by laser-
induced fluorescence on the same transition, but with with the polarization of the
laser rapidly switched between X̂ and Ŷ . The state refinement and readout lasers
are switched between |Ñ = ±1⟩ (together with the STIRAP Stokes laser). The
readout laser is switched on longer time scales between |I, P̃ = ±1⟩.

After STIRAP, the molecules are prepared in a coherent spin-state aligned along x̂

which is in principle ready to undergo precession. However, imperfections in STIRAP
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process (such as from laser misalignments) may introduce systematic errors. To sup-

press these, the state is reprojected with a 703 nm “refinement” laser5 tuned to the

|H, J = 1,M = ±1, Ñ ⟩ → |I, J = 1,M = 0, P̃ = +1⟩ transition (Fig. 2.1.3b). The laser

is sent in horizontally along ẑ immediately downstream to the vertical STIRAP beams.

This allows alignment of the polarization of the laser such that θSTref ≈ 0, where θSTref is the

angle between the polarization and the STIRAP-prepared state (which is nominally along

x̂). The frequency of the laser is shifted according to which of the Ñ = ±1 states was

previously prepared by STIRAP.

This process pumps out molecules in the state

|ψ⟩ = 1√
2
(|M = +1, Ñ ⟩ − |M = −1, Ñ ⟩), (2.2)

which are excited to the short-lived I-state and quickly decay to the ground state X, no

longer participating in the spin precession. The remaining H-state molecules are those in

the orthogonal spin state (Eq. 2.1).

2.1.5 State precession, readout, and detection

The molecules fly through the spin precession region (a distance of L = 22 cm, equivalent

to a precession time τ ≈ 1 ms), precessing in the xy-plane under the influence of E and B

which are aligned along ẑ. At t = τ , the state accumulates a phase ϕ:

|ψ(t = τ)⟩ = 1√
2
(e−iϕ |M = +1, Ñ ⟩+ e+iϕ |M = −1, Ñ ⟩) (2.3)

which is measured in the detection region by sending in a 703 nm “readout” laser beam

along ẑ to excite the molecules to the short-lived I-state. The laser is rapidly switched

between two orthogonal polarizations (labeled X̂ and Ŷ ) at 200 kHz (1.9 µs per polarization

and 0.6 µs dead time before switching, Fig. 2.1.4a). This effectively projects |ψ(t = τ)⟩ to
5M Squared SolsTiS TiSapph.

35



two orthogonal bases. The molecules then spontaneously decay back to the ground state,

emitting 512 nm photons which are detected by a set of eight lens doublets (four each

on the East and West sides). Each lens doublet is attached to a light pipe to transport

the light outside the vacuum chamber. (The collection optics are described in more detail

in §5.1.1.) The light pipes are connected to 8 photo-multiplier tube detectors (PMTs)6

mounted just outside the interaction region. The PMTs generate photocurrents which are

amplified and recorded by a digitizer data acquisition device. This produces fluorescence

traces containing about 2-3 ms of fluorescence signal, as depicted in Fig. 2.1.4b. The total

number of detected photons per molecular pulse is ∼ 300, 000.

2.1.6 Extraction of the phase

To extract the accumulated phase ϕ from the spin precession, we first calculate the asym-

metry A, which is defined as [113]

A ≡ SX − SY

SX + SY

= C cos [2(ϕ− θ)], (2.4)

where SX (SY ) is the integrated fluorescence signal when the readout laser polarization is

aligned along X̂ (Ŷ ), θ is the angle between the polarizations of the refinement and readout

lasers, and C is the measurement contrast, defined as

C ≡ 1

2

∂A
∂θ

≈ 1

2

∂A
∂ϕ

. (2.5)

The definition of A in Eq. 2.4 makes it immune to periodic fluctuations in signal which

occur due to the ThO production process. The values of |B| and θ are set such that

(ϕ− θ) ≈ π

4
(2n+ 1) (2.6)

6Hamamatsu R7600U-300.
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for the integer n. This maximizes C, ensuring the phase is measured in the steepest and

most sensitive region of the precession fringes. C is measured by dithering θ around the

center of this region by ±0.1 rad, with a typical value of 0.95.

The measured phase Φ is then computed by calculating

Φ =
A
2C

+
π

4
(2n+ 1), (2.7)

which is approximately equal to ϕ, unless there are excess noise sources or systematic

effects. Φ contains contributions from magnetic and EDM precession (Eq. 1.22) and any

other mechanisms Φ′ that affect the phase:

Φ ≈ −(µ1BB̃ + Ñ ẼdeEeff)τ
ℏ

+ Φ′(Ñ , Ẽ , B̃, ...). (2.8)

2.1.7 Experimental switches, timescales, and data structures

Experiment switches

In order to extract the EDM contribution to Φ, which depends on the sign of Ñ Ẽ = ±1,

the entire measurement sequence above is repeated many times while varying Ñ , Ẽ , and

five other main binary switches, resulting in 27 = 128 unique experimental configurations

(Fig. 2.1.4c, d):

• Ñ (every 25 molecular pulses, or ≈ 0.5 s): shifts the frequencies of the STIRAP,

refinement, and readout lasers to perform the spin precession in either of the two

co-magnetometer states (§1.5.2).

• Ẽ (every 4 Ñ switches, or ≈ 2 s): reverses the direction of the applied laboratory

electric field E along ẑ by reversing the output of the voltage source connected to the

field plates.
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Figure 2.1.4: ACME II
experiment structure
and timescales. a) The
readout laser is switched
between X̂ and Ŷ polariza-
tions at 200 kHz, resulting
in distinct fluorescence bins
(red and black). b) Flu-
orescence recorded versus
time (25 averaged traces).
c) Structure of a block,
consisting of 64 traces
taken in all 16 possible
combinations of the Ñ , Ẽ ,
θ̃, B̃ switches. d) Structure
of a superblock, consisting
of 32 blocks taken in all 8
possible combinations of
the P̃ , L̃, R̃ switches. e)
Structure of a run, consist-
ing of 10-20 superblocks
taken with |Bz| varied
between three values, as
well as some data taken
while performing IPVs to
monitor systematic slopes.
f) Structure of the whole
dataset, including variation
of |Ez| and |BIPV

z |. Figure
adapted from [49].
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• θ̃ (every 4 Ẽ switches, or ≈ 10 s): rotates the angle of the polarization of the readout

laser relative to the refinement beam. The typical step size is ∆θ = 12◦. As noted

above, this is performed to measure the contrast C.

• B̃ (every 2 θ̃ switches, or ≈ 30 s): reverses the direction of the applied laboratory

magnetic field B along ẑ by reversing the output of the current source connected to

the magnetic field coils.

• P̃ (every 1-2 blocks, or ≈ 1-2 minutes): shifts the frequency of the readout laser to

address different parity sub-levels of the I-state. This is physically equivalent to a

π/2 rotation of the orthogonal basis used to measure Φ, and removes effects caused

by differences between the X̂- and Ŷ -polarized readout beams.

• L̃ (every 4 blocks, or ≈ 4-6 minutes): switches the physical voltage sources connected

to the two field plates while also reversing the output voltages to avoid reversing Ẽ .

This averages out any non-reversing voltage offsets in the power supplies.

• R̃ (every 2 L̃ switches, or ≈ 10 minutes: rotates λ/2 waveplates in the paths of the

refinement and readout lasers to rotate their polarizations by π/2. This is equivalent

to the P̃ switch, but performed mechanically rather than spectroscopically.

The laser frequency-related switches (Ñ , P̃) require shifts of only several hundred MHz

at most and are thus implemented mainly with acousto-optical modulators (AOMs). The

polarization rotation switches (θ̃, R̃) with λ/2 waveplates mounted on motorized rotation

stages. The L̃ switch is performed using a TTL-activated relay, and Ẽ and B̃ are performed

by configuring the respective voltage/current sources. All switches are programmatically

controlled through a centralized software system (§2.1.9).
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Data structures

The seven main switches and other more long-term switches define the data structures of

the experiment:

• Shot (20 ms): every time a batch of ThO molecules produced is prepared, and

detected. This is set by the 50 Hz repetition rate of the pulsed ablation laser. Within

each shot, the polarization of the readout laser is switched at 200 kHz (Fig. 2.1.4a).

• Trace (≈ 500 ms): 25 consecutive molecular pulses are averaged into one trace

(Fig. 2.1.4b).

• Block (≈ 1 minute): consists of 64 traces recorded with 24 = 16 unique combinations

of (Ñ , Ẽ , θ̃, B̃), where each combination is repeated 4 times (Fig. 2.1.4c).

• Superblock (≈ 15-20 minutes): consists of 16 blocks recorded with 8 unique com-

binations of (P̃ , L̃, R̃), where each combination is repeated twice (Fig. 2.1.4d).

• Run (1 day): all data taken during one day of running, typically 15-25 superblocks

(Fig. 2.1.4e). There are two types of data taken:

1. Normal EDM data, where the value of |Bz| is changed between three values (0.7

mG, 1.3 mG, 26 mG) every superblock.

2. Systematic checks where known systematic effects arising from experimental im-

perfections are amplified to monitor their effect on the EDM value, also known

as intentional parameter variation (IPV). These are taken at a single chosen

magnetic field magnitude |BIPV
z |. There are five regularly performed IPVs (la-

beled A-E in the figure): A) Pref , B) Enr, C) P Ñ Ẽ , D) ϕÑ Ẽ
ST , and E) ∂Bz/∂z. The

systematic effects that motivate these IPVs will be explained in §2.2.

• Dataset: all data taken during the ACME II final data run (about 40 runs taken

over 76 days, Fig. 2.1.4f). On different days, |Ez| is switched between 80 V/cm and
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140 V/cm on consecutive days, and |BIPV
z | is switched between the same three values

used when taking normal data within a single day (0.7 mG, 1.3 mG, 26 mG).

Transformation to parity basis

Having run the experiment many times with different configurations of switches, we ob-

tain values of the measured phase for each configuration Φ(Ñ , Ẽ , B̃, ...). It is possible to

write this phase in terms of components that are odd with respect to certain switches or

combinations of them. Assuming that there are only three switches Ñ , Ẽ , B̃, we have

Φ(Ñ , Ẽ , B̃) = Φnr+ΦÑ Ñ +ΦẼ Ẽ+ΦB̃B̃+ΦÑ ẼÑ Ẽ+ΦÑ B̃Ñ B̃+ΦẼB̃Ẽ B̃+ΦÑ ẼB̃Ñ ẼB̃, (2.9)

where the “nr” subscript denotes the component of Φ which is non-reversing, i.e. unaffected

by any switching. The EDM term would be the term which is odd under reversal of

Ñ Ẽ , ΦÑ Ẽ . The magnetic (Zeeman) precession phase would be ΦB̃. Other phase parity

components can also be analyzed to look at other effects affecting the phase which are

suppressed by the switch(es); these are commonly termed different “switch-parity channels”

of the experiment. To transform from the state basis to the parity basis we use [113]

Φp(N , E ,B) = 1

23

∑
Ñ ′,Ẽ ′,B̃′=±1

(Ñ ′)
1−N

2 (Ẽ ′)
1−E
2 (B̃′)

1−B
2 Φ(Ñ , Ẽ , B̃), (2.10)

where Φ(Ñ , Ẽ , B̃) and Φp(N , E ,B) denote the phase in the state and parity bases respec-

tively. For the latter, the three numbers in parentheses denote whether Φp is odd or even

with respect to a switch, e.g. (−1,−1,+1) for ΦÑ Ẽ , (+1,+1,−1) for ΦB̃, and so on. Most

discussion of data analysis and systematic effects in ACME literature expresses the mea-

sured phases in terms of this switch-parity basis. Of course, equations 2.9 and 2.10 can be

generalized to include more binary switches such as P̃ , L̃, R̃, etc. and applied to quantities

other than the phase.
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2.1.8 Data acquisition

In the next two sections, I will describe the ACME data acquisition (DAQ) and experimen-

tal control systems. Because it will be revisited in the context of ACME III (Chapter 6),

we will cover these topics in more detail than previous sections. Besides myself, Bren-

don O’Leary, Adam West, and Cristian Panda all made important contributions to the

development of these systems for ACME II.

DAQ hardware and timing

The laser-induced fluorescence data from the molecules is recorded using an 8-channel

NI PXIe-5171 FPGA digitizer, which has 14 bits of resolution and a 250 MHz maximum

sampling rate. The digitizer is triggered at 50 Hz alongside the ablation laser (with a ≈

6.5 ms offset to account for the flight time from the beam source to the detection region).

At each trigger, 10 ms of data is recorded from all 8 channels, each sampling at 16 × 106

samples/s with a dynamic range of ±2 V.7 (The PMT current is amplified to match the

dynamic range.) It results in 40 samples recorded for every polarization switching bin (X

or Y ), which is sufficient to time-resolve the decays (as seen in Fig. 2.1.4a).8 One record

consists of 2000 pairs of X̂-Ŷ polarization switching bins as depicted in the figure. All fast

triggers in the experiment (including the timing of the 200 kHz polarization switching) are

coordinated in hardware with a digital delay generator.9 It was later found that without

syncing the digitizer’s internal clock to an external reference and setting the sampling rate

to an integer divisor of 250 MHz, there will be some timing jitter in the data acquisition.

This issue will be discussed more in §6.1.

Fluorescence records from 25 consecutive shots are acquired in 16-bit integer format,
7This sampling rate is about 3× that of ACME I, and chosen based on the 115 ns lifetime of the

I-state [152], which is ∼ 1/3 the lifetime of the C state used for detection in ACME I [153].
8The temporal shape of the fluorescence profile is discussed in detail in Paul Hess’ dissertation [153,

§4.2.2].
9SRS DG645.
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then averaged into a single trace and stored in 32-bit integer format in a network attached

storage (NAS) drive.10 This results in a data streaming rate of

DSRACMEII =
1

25
× (16× 106 samples/s)× (10× 10−3 s/record)× (32 bits/sample)

× (50 records/s/channel)× 8 channels

= 10.2 MB/s. (2.11)

Software and hardware limitations made it impossible to save individual records from each

molecular pulse, which would have required an order of magnitude faster DSR. (This issue

will be revisited in Chapter 6.) However, for diagnostic purposes, it was possible to save

individual records for short periods of time to a local solid state drive (SSD), which can

support DSR ∼ 100 − 200 MB/s. Over the course of about 2 years (2017-19), the ACME

II experiment generated about 25 TB of data, consisting of 8 TB of final run data and the

rest being data from systematic searches and other trial runs.

DAQ software

The code to run the DAQ system is programmed in LabView 2014. To ensure sufficient

processing speed, the data acquisition and storage was performed with a separate computer

than the main experiment control computer. The digitizer is housed in a PXIe chassis11

which is connected to the DAQ computer. The DAQ and main control computers are

coordinated by using a lossless network stream [154]. The digitizer constantly acquires

records at 50 Hz which are always read by the DAQ computer. However, the data is only

saved to storage when the main control computer indicates through the network stream

that the experiment is ready, having set all the required switches and other parameters.

Finally, the network stream is also used to notify the DAQ computer of the number of each
10Synology DS1817+, with 8 hard drives of 6 TB each in a RAID6 configuration, giving about 30 TB of

storage. Every night, the data is also copied to an identical second NAS for backup and analysis purposes.
11NI PXIe-1075.
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trace which is generated by the main control computer.

The aforementioned scheme was adopted after problems were found with the initial com-

munication scheme, which used digitally generated signal from the main control computer

to control a gate for the triggers to the digitizer. With this older scheme, we discovered

that occasional lags of several milliseconds in the computer led to a mismatch between the

intended number of triggers and the actual number of traces being acquired and fetched

by the computer. This resulted in a mislabeling of the acquired traces, which was con-

fusing for data analysis. This episode demonstrated that ensuring seamless timing and

communication for the DAQ system is crucial.

Besides acquiring and saving the data from the eight PMT channels, the DAQ software

also performs some basic analysis functions. First, traces from the 8 PMTs are summed into

a single combined trace which is simultaneously saved alongside the separate PMT data.

The majority of post-experiment data analysis focused on these summed traces which is

more manageable in terms of file size. Analysis of signal from different PMTs was only

required in special situations such as to look for effects that cause an asymmetric distribu-

tion of fluorescence between the East and West collection optics. Second, the asymmetry A

throughout the trace is computed by grouping pairs of adjacent X̂-Ŷ polarization switching

bins and using the formula in Eq. 2.4. This is performed and displayed while the experiment

is running, providing a rough measurement of the phase of each measurement in real-time,

which is sometimes useful for diagnostic purposes.

Spare DAQ system

In addition to the main DAQ device, a second spare DAQ system was developed and tested.

This system consisted of four NI PXI-5922 modules (2 channels each, 15× 106 samples/s),

some of which were previously used in ACME I. Initially, the system did not meet required

performance standards for ACME II while using default LabView software drivers, leading

to the purchase of the 8-channel FPGA device described above. After I took over the
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project, subsequent development and optimization of the software (including incorporation

of some faster C++ code for data processing) made it viable. The majority of ACME II

data was taken with the FPGA device. However, this second DAQ system was useful as a

comparison when diagnosing DAQ-related issues in the experiment, such as in the diagnosis

of the timing issues described above.

2.1.9 Experimental control, monitoring, and logging

An overall schematic of the control and data acquisition systems is shown in figure 2.1.5.

The basic structure of the system was developed by Brendon O’Leary based on the ACME I

system. Around the start of final commissioning of the ACME II apparatus (summer 2016),

I took over the maintenance and further refining of the system to full running specifications.

The main control (MC) computer coordinates the running of the entire experiment using

a series of LabView programs (called virtual instruments or VIs). During a typical run, a VI

allows the user to configure and select the experiment switch sequence, which for a normal

EDM data run usually consists of several superblocks taken at all three values of |Bz|. The

generated switch sequence is fed to the “Master Run VI” (MRVI). The MRVI loops through

each combination of switch states and executes the programmatic sequence depicted in

Fig. 2.1.6. First, it grabs the current set of switch states within the switch sequence.

Second, it implements the switch states by sending commands to various VIs controlling

the relevant devices – AOMs, waveplates, and current and voltage sources generating E

and B. The duration of this step depends on the switch. For example, the magnetic shields

are degaussed before flipping B̃, which takes several seconds. When the parameters are

all properly set and the experiment is ready, the MRVI generates the number of the trace

to be taken. This number is then sent to the DAQ computer along with a notification to

start saving traces, using the aforementioned lossless network stream. At the same time,

the MRVI saves the associated header for each trace (which will be explained below). The
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Figure 2.1.5: ACME II experiment control and DAQ system. Green arrows
indicate flow of EDM data (including header data), blue arrows indicate the flow of
auxiliary data (logged in the central database), and red arrows indicate connections
for communication between devices.
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DAQ computer then acquires data from 25 shots (500 ms), averages them into a single

trace and saves it to the NAS. Finally, a notification to the MRVI on the ECC, after which

the whole sequence can be repeated with the next set of switch states.

grab set of
switch states

notify DAQ 
to start 
saving 

set instrument
parameters

generate
trace no.

wait until
25 shots
acquired

save configs,
logging data to 
header file

fetch logging 
data from all 
COMs

Figure 2.1.6: Master Run VI program. A simplified schematic of the procedure
executed by the MRVI when running the experiment for a given switch state in an
experiment switch sequence.

The header is an important part of the experiment control system, as it records crucial

information for data analysis. A single header file is associated with each block, containing

a single header for each of the 64 traces in the block. The header contains information about

the switch states, DAQ parameters, instrument setpoints, and any auxiliary data associated

with the experiment. This auxiliary data consists of a broad range of sensor, instrument,

and environmental data collected by multiple computers in the experiment, such as beam

source temperatures and pressures, magnetometer readings, laser locking statuses, laser

power monitors, and so on – over 100 channels in total. When the experiment is not

actively running (i.e. executing a switch sequence), this data is logged at slow intervals

(> 5 s) to an SQL database hosted by a central server computer. When the experiment

starts an active run, the logging of the data is sped up to ≲ 500 ms intervals (the timescale
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for a single averaged trace).12 After it generates the trace number, the MRVI on the MC

computer retrieves from the server all the auxiliary data gathered in the last 500 ms and

inserts it into the header file. In this way, all auxiliary data that could be relevant to

understanding the EDM data is gathered and consolidated in a single file stored in the

same directory as the averaged fluorescence data. An example of a header can be found in

Ref. [70, Appendix G].

For long-term monitoring, a set of safety VIs monitor certain critical parameters which

must stay within a certain range (such as beam source temperatures and pressures) and

sends email notifications if they stray outside this range. The SQL database also stores

important configuration data for operating the instruments in the experiment and serves

as a central hub for coordinating between VIs on different computers in the experiment.

2.1.10 Data analysis

Basic data analysis routine

An ACME data analysis routine comprises all of the steps needed to extract the EDM value

de starting from the fluorescence traces acquired for each experiment switch configuration.

Four analysis routines were written by different members of the ACME experiment. By

design, each set of code contains slightly different choices on data cuts, binning, groupings,

and so on, resulting in slightly different values of the extracted EDM, uncertainties, and

systematic slopes. None of these differences affected the final result in a non-trivial way,

giving confidence in the correctness of the analysis. Detailed descriptions of two analyses

routines have already been given in the dissertations by Panda and Lasner [70, 148]. Here, I

shall only sketch a summary of my own analysis routine, which has the same basic structure.

1. Start by taking a block of data where the averaged traces from all 8 PMTs have been

summed into a single trace. Each block contains 64 traces of 160,000 samples each.
12For the data logged by multiple computers to be timestamped correctly, we ensure that the local

computer clocks are synchronized to much better than 500 ms.
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2. For each trace in the block, perform the following:

(a) Polarization switch binning: partition each trace into X̂ and Ŷ polarization

switching bin-pairs, which are 2× 40 points each.

(b) Background subtraction: take a portion of the trace before the signal (a certain

number of X̂ − Ŷ bin-pairs), average and then subtract from the entire trace.

(It is assumed that the background is constant throughout the whole trace.)

(c) Signal integration: integrate the signal within each polarization switching bin

into a single number. Typically only the high-signal region within each bin

(Fig. 2.1.4a) is integrated. This reduces the trace to ≈ 4000 points.

(d) Asymmetry calculation: calculate the asymmetry A for each X̂ − Ŷ bin-pair

using Eq. 2.4. This reduces the trace to ≈ 2000 A values.

(e) Asymmetry grouping: group a certain number of adjacent A values (usually

about 20) together and take their mean and standard error. This error bar will

then be propagated throughout the rest of the analysis. This results in the trace

being reduced to ∼ 100 averaged A values.

(f) Asymmetry filtering: Filter out A values that are below a certain threshold.

This throws away values in the low-signal regions of the trace (beginning and

end), resulting in traces of ∼ 30-40 A values.

3. Group traces taken with the same switch-state combination and perform a weighted

average for each group, resulting in 16 traces (due to the 4-fold degeneracy within a

block).

4. Group traces according to θ̃ = ±1, resulting in two groups of 8 (Ñ , Ẽ , B̃) states. For

each state, calculate the following (propagating uncertainties accordingly):
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(a) The contrast:

C(Ñ , Ẽ , B̃) = 1

2∆θ
(A(θ̃ = +1, Ñ , Ẽ , B̃)−A(θ̃ = −1, Ñ , Ẽ , B̃)), (2.12)

where θ = 6◦ is the full range of the readout laser polarization dither angle.

(b) The θ̃-averaged, C-corrected asymmetry:

A(Ñ , Ẽ , B̃) = sign(C)
2

(A(θ̃ = +1, Ñ , Ẽ , B̃) +A(θ̃ = −1, Ñ , Ẽ , B̃)) (2.13)

(c) The phase:

Φ(Ñ , Ẽ , B̃) = A(Ñ , Ẽ , B̃)
2|C(Ñ , Ẽ , B̃)|

(2.14)

5. Transform Φ(Ñ , Ẽ , B̃) from the state basis to the parity basis using the formula in

Eq. 2.10. This gives us 8 switch–parity channels: Φnr, ΦÑ , ΦB̃, ΦÑ Ẽ , etc.

6. Calculate the precession time τ from the Zeeman precession phase ΦB̃ by using the

formula (
ΦB̃ + n

π

4

)
= −g1µBBzτ. (2.15)

7. Calculate the precession frequencies ω = Φ/τ for each channel.

8. Consolidate each of the ωp into single value by performing a weighted average of

its values in time. This step can also be performed later if we wish to analyze the

dependence of ωp on molecule arrival time.

9. Add a blind offset to the EDM quantities ωÑ Ẽ , ΦÑ Ẽ . This blind is not revealed until

the end of the experiment when all statistic and systematic error analyses have been

completed.

10. Repeat steps 2-9 for each block in the superblock.
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11. Perform a similar analysis at the superblock level, which has three switches (P̃ , L̃,

R̃) and 2-fold degeneracy. Group and average together blocks taken with the same

switch states, then convert to the parity basis using the same formula in Eq. 2.10.

After the last step, we have 26 = 64 channels associated with each superblock for every

combination of Ñ , Ẽ , B̃, P̃ , L̃, R̃. The ωÑ Ẽ channel is the EDM value for that superblock,

which we call one “EDM data point”.

Extracting the EDM statistical mean and uncertainty

We perform the above analysis steps for each superblock in the dataset, including when

searching for systematic errors. To extract the final average EDM value, all the EDM

data points are grouped by the four |Bz| values. A mean and uncertainty for each set is

computed using M-estimator analysis [155] performed on bootstrapped datasets [156]. We

then perform a weighted mean of the four datasets, producing a single EDM mean value

and statistical uncertainty.

In an experiment like ACME, the M-estimator method to calculate the mean is preferred

instead of a simply assuming a Gaussian distribution because there could be non-Gaussian

noise sources which may slightly change the distribution of the data especially in the tails.

The M-estimator method prevents these outlier data points from inappropriately skewing

the mean. This procedure is more exhaustively described in Ref. [148, §4.9.1].

Statistics of the dataset

The ACME II experiment was commissioned with full statistical sensitivity in fall 2016.

After about a year of refining the system for consistency and robustness, searches for

systematic errors began in fall 2017. The final data set was taken across 40 runs during

January-March 2018, consisting of ∼1100 superblocks of normal EDM data with regularly

interleaved systematic check data (see the experiment data structure described in §2.1.7).

51



-4 -2 0 2 4

0

20

40

60

80

100

120a

b

c

80 140 0.7 1.3 2.6 26 + - <300 >

-4

-2

0

2

4

ω
N
E
(m
ra
d/
s)

0 140 0.7 1.3 2.6 26 + - <0.3 >0.3

-4 -2 0 2 4

1

5
10

25

50

75

90
95

99

Standard deviations from mean

C
um
m
ul
at
iv
e
fr
ac
tio
n
in
ra
ng
e

Figure 2.1.7: Statistics of the ACME II dataset. a) Histogram of measured
EDM values ωÑ Ẽ from each superblock. Data are normalized by uncertainty (scaled
to reduced χ2) and centered relative to the mean EDM value for the whole dataset.
The blue line is a Gaussian fit to the histogram. b) Normal probability plot of the
data (green points) compared with a normal distribution (blue line). Deviations
from the normal distribution are observed in the tails. c) EDM values grouped by
|Ez|, |Bz|, the block-averaged number of photoelectrons per pulse, and combined for
all states, with error bars corresponding to 1σ. Figure is reproduced from [49].
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This is equivalent to T ∼ 500 hours of normal and systematic data which acquired over

the course of 76 days, or a ∼20% duty cycle. This was a significant improvement over the

∼ 5% duty cycle in ACME I.

The statistics of the dataset are summarized in the plots of Fig. 2.1.7. The measured

EDM values follow a Gaussian distribution with some deviations in the tails. The majority

of the data taken at |Bz| = 0.7, 1.3, 2.6 mG have χ2 ≈ 3, later discovered to be caused by

timing asymmetry noise (§2.2.9). The small amount of data taken at |Bz| = 26 mG was

also affected by velocity noise (§2.2.8) and has χ2 ≈ 7. During the entire data analysis,

ωÑ Ẽ channel was blinded by an offset which was not revealed until the main systematic

data analysis was concluded.

2.1.11 Magnetic fields

Here we shall describe the magnetic fields in the apparatus, in order to provide useful

background for the discussion of the same in Chapter 7. A fuller account of the features

and characterization of the field can be found in Ref. [70, §5.2].

Magnetic shields

The entire interaction region is shielded by five concentric layers of cylindrical mu-metal

magnetic shields. Each layer consists of two flat circular endcaps and two removable half-

cylinders. Each half-cylinder is wrapped by a pair of degaussing coils. Degaussing is

performed each time B̃ is switched with a 100 Hz waveform which lasts for ∼1 s. When

the ACME II apparatus was initially commissioned, ambient fields of ≈ 50 µG. However,

after about a year of running, the ambient field was found to increase to ≈ 300 µG. After

removing some slightly magnetic components and performing better degaussing, this was

reduced to ≈ 150 µG. A possible explanation for this long-term degradation in shielding

performance is unintended bumping of the shields.

53



Magnetic coils

The magnetic field coils are able to apply constant and gradient fields along all three axes in

the interaction region. There are nominally three possible constant fields (Bx, By, Bz) and

nine first-order gradients (∂Bx/∂x, ∂By/∂y, ∂Bx/∂y, etc.). However Maxwell’s equations

∇ · B⃗ = 0 =⇒ ∂Bx

∂x
+
∂By

∂y
+
∂Bz

∂z
= 0 (2.16)

and

∇× H⃗ = J⃗ = 0 =⇒



∂Bx

∂y
= ∂By

∂x

∂Bx

∂z
= ∂Bz

∂x

∂By

∂z
= ∂Bz

∂y

(2.17)

imply that there are only five independent components to be applied; the rest can be

inferred from the above equations. Thus, the five sets of coils depicted in figure 2.1.8 and

described in Table 2.1.1 are able to apply magnetic gradients in all directions. The main

Bz field is produced by a saddle-shaped cosine theta coil (orange) with shim coils (red)

to improve the homogeneity of the field and allow the production of ∂Bz/∂x. These coils

can also be used to produce ∂Bz/∂z. By and associated gradients are produced by four

sets of coils above and below the interaction region (blue and green), and Bx, ∂Bx/∂x are

produced by a pair of circular Helmholtz coils (yellow). The coils consist of resin-coated

copper wires installed in grooves of an HDPE frame, with the exception of the Bx coils

which use ribbon connectors. The main Bz coils are powered with a commercial power

supply13 and all other coils use a custom power supply constructed by Jim MacArthur at

Harvard.

Field probulation using fluxgate magnetometers performed by Zack Lasner and Adam

West found the applied Bz field homogeneity to be ≈ 1% [70, §5.2.4]. While taking the final
13Krohn-Hite 521/522.
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Figure 2.1.8: ACME II magnetic coils. Schematic of magnetic coils in ACME
II apparatus used to produce constant and gradient magnetic fields along all three
axes. Figure reproduced from Ref. [113], licensed under Creative Commons 3.0.

Coil colour Fields produced Field gradients produced
Orange Bz ∂Bz/∂z

Red Bz ∂Bz/∂x, ∂Bz/∂z
Yellow Bx ∂Bx/∂x
Blue By ∂By/∂y, ∂By/∂z

Green By ∂By/∂x, ∂By/∂y

Table 2.1.1: Magnetic fields and gradients produced by individual coil sets in fig-
ure 2.1.8.
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dataset, |Bz| = 0.7, 1.3, 2.6, 26 mG were applied with the main and shim coils. During

systematic checks, constant fields of up to 12.5 mG and field gradients up to 2 mG/cm

are applied. During the final EDM dataset, the magnetic coils are used to cancel the

systematic-error-contributing field gradients (§2.2.5) to < 10 µG/cm.

2.2 Systematic errors and excess noise

Assuming that the spin prcession measurement as detailed in the previous section is shot-

noise limited, the uncertainty in the EDM will follow Eq. 1.23. This uncertainty can be

increased by systematic errors (shifts in the EDM channel ωÑ Ẽ caused by effects other

than an electron EDM) and/or excess noise (effects that increase statistical uncertainty

but do not cause a shift in ωÑ Ẽ). The ACME II experiment was designed to be resilient

against systematic errors. Many mechanisms causing phase shifts are filtered out due to

the co-magnetometer setup of the Ñ -state – only mechanisms that are odd with respect

to Ñ Ẽ can become a systematic error. Specific experimental imperfections known to cause

systematic shifts in ACME I were redesigned or improved in ACME II. In this section, we

will provide a summary of the major sources of systematic error and excess noise in ACME

II, focusing especially on the largest contributors to the systematic error budget which

were focal concerns in the development of ACME III. More comprehensive accounts of the

systematic error search and characterization can be found in prior publications [49, 70, 148].

2.2.1 General procedure to search for systematics

A comprehensive systematic error search was undertaken before the final ACME II data

run, which involved varying about 40 experimental parameters and seeing the effect on ωÑ Ẽ

and other channels. These include magnetic field gradients, non-reversing electric fields,

laser detunings, powers, pointings, polarizations, and others (a full list is available in [148,

Table 5.1.1]). Many of these parameters have an ideal value of zero (such as magnetic
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field gradients).14 For such a parameter X, we increase its magnitude by about an order

of magnitude compared to its value Xnorm during normal operating conditions. We then

assume a linear relationship between ωÑ Ẽ and X and fit the data to find the systematic

slope ∂ωÑ Ẽ/∂X. The systematic error would then be ωÑ Ẽ
X = (∂ωÑ Ẽ/∂X)Xnorm. Typically,

we would take about one day of data for each X, and perform further investigations if

|(∂ωÑ Ẽ/∂X)| > 0 is observed with greater than 2σ significance. For such cases, we would

attempt to understand the systematic mechanism and attempt to suppress the slope.

A table of all the systematic error contributions included in the ACME II systematic

uncertainty is shown in Table 2.2.1. There are two main classes of systematic shifts. The

most important category (Class A) are parameters which are known to cause a statisti-

cally significant shift in ωÑ Ẽ if their value is non-zero. For these, the value of the slope

is constantly monitored during the final run and the value of the shift is measured and

subtracted from ωÑ Ẽ . The second category (Class C) are parameters for which we did not

observe a statistically significant shift, but have historically caused a systematic shift in

other EDM experiments. For these, a systematic shift was not subtracted, but they were

included in the systematic uncertainty budget.15 Here and in the next chapter, we will fo-

cus our attention on Class A systematic effects, especially those which result in the largest

systematic uncertainties. In the final analysis, all the shifts in Table 2.2.1 are subtracted

from the mean EDM value (computed using the method described in §2.1.10) and their

uncertainties added in quadrature to become the total systematic uncertainty.
14Other parameters (such as polarization switching frequency) have no ideal value, and no statistically

significant shifts in ωÑ Ẽ were observed when varying any of them. As such, we do not include them in the
systematic error budget.

15There is another category of systematic errors (Class B) which was used in ACME I [113]. These occur
if there is an unexplained signal in a channel which is not correlated to ωÑ Ẽ but is deemed important to
understand. No systematic effect of this class was observed in ACME II.

57



Class Parameter Shift Uncertainty
A Enr −56 140

A ωÑ Ẽ
ST (via θH−C

ST ) 0 1

A P Ñ Ẽ
ref - 109

A ∂Bz/∂z and ∂Bz/∂y 7 59

A |C|Ñ Ẽ and |C|Ñ ẼB̃ 77 125

A ωẼ(via BEz) 1 1
C Other B-field gradients total (4) - 134
C Non-Reversing B-field (Bnr

z ) - 106
C Transverse B-fields (Bnr

x ,Bnr
y ) - 92

C Refinement/readout laser detunings - 76

C Ñ -correlated laser detuning (∆Ñ ) - 48

Total Systematic 29 310

Statistical 373

Total Uncertainty 486

Table 2.2.1: ACME II systematic shifts and their statistical uncertainties.
Units are in µrad/s. Table adapted from [49, 148]. Ordering of the parameters has
been modified to reflect the order of discussion in this chapter.

2.2.2 The Enr → ∆Ñ Ẽ mechanism

Systematic effects in ACME are typically caused by a combination of mechanisms which

influence the spin precession frequency ω. These mechanisms would not be a systematic

unless they couple to a parameter that is Ñ Ẽ-odd. One of the central mechanisms to

produce such a parameter is the Enr → ∆Ñ Ẽ mechanism, where a non-reversing electric

field Enr can give rise to an Ñ Ẽ-odd laser detuning. Such an Enr can arise due to effects

such as patch potentials on the ITO coating of the field plates [157]. In the ACME II field

plates, this was measured to be Enr = −2.6(1.6) mV/cm. Thus, the lab electric field E

becomes

E = E0Ẽ + Enr, (2.18)

resulting in the level structure shown in Fig. 2.2.1, which shows the detuning from |H, J = 1⟩

to an excited state f .
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Figure 2.2.1: Enr → ∆Ñ Ẽ systematic mechanism. A non-reversing electric field
Enr creates Ñ Ẽ-odd shifts in the structure of the H-state, which results in the
Ñ Ẽ-odd parameter ∆Ñ Ẽ when molecules are excited with a laser to state f . This
mechanism couples to other imperfections in the apparatus to create shifts in ωÑ Ẽ .

The combined detuning between the two levels is

∆ = ∆0 + Ñ (D1|E0| −∆Ñ
AOM) + Ñ ẼD1|Enr|, (2.19)

where ∆0 is the component of the detuning which does not change with any of the switches,

and ∆Ñ
AOM is the shift in the AOM when the the Ñ switch is flipped. The resulting Ñ Ẽ-

dependent detuning,

∆Ñ Ẽ = Ñ ẼD1|Enr| (2.20)

is present in all instances in the interaction region where we drive a transition between H

and an excited state: the STIRAP Pump and Stokes lasers, refinement laser, and readout
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laser.

2.2.3 AC Stark shift systematic

The first systematic is an AC Stark shift effect arising from ellipticity gradients along x̂

in the polarization of the refinement and readout lasers. The refinement laser beam has

an approximately Gaussian intensity profile along x̂. When molecules traverse the more

intense portions, they are pumped out of the bright state, leaving a dark state that is

intended to be the initial spin precession state |ψ(t = 0)⟩ (§2.1.4, Eq. 2.1). However, when

they traverse the dimmer tails of the laser, they are not completely pumped out of the bright

state. At the same time, the ellipticity gradient causes the light to interact with the dark

state and cause an AC Stark shift. A similar effect occurs in the dimmer tail of the readout

laser within the precession region. Altogether, this gives rise to a non-zero dependence of

the precession frequency on the detuning, ∂ω/d∆. Combined with the ∆Ñ Ẽ due to the

Enr → ∆Ñ Ẽ mechanism (Eq. 2.19), it results a systematic shift in ωÑ Ẽ . This was a known

effect in ACME I and is described in more detail in previous publications [83, 113, 146].

The ellipticity gradient in the laser beam arises from birefringence gradients in the optical

elements in the path of the laser before it reaches the molecule: a field plate, vacuum

window, lenses, etc. These gradients can be precisely measured and monitored by using

a polarimeter [158, 159]. In ACME I, a major contributor was thermal stress-induced

birefringence in the field plates caused by absorption of high-powered laser beams [113].

To suppress this effect, the ACME II field plates were designed with a different glass16

which has an order of magnitude lower thermal expansion [160]. This effect is also the

reason why STIRAP is performed with laser beams sent vertically between the field plates

instead of horizontally.

A second source of birefringence gradients are the side vacuum windows in the prepa-

ration and readout regions, which are most likely the result of mechanical (rather than
16Corning 7980 instead of Schott Borofloat.
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thermal) stress birefringence. In ACME II, the total polarization gradient when sending in

laser beams from the East side of the experiment (including both field plate and vacuum

window) was ≲ 0.1%/mm.17 Sending in the lasers from the West side of the experiment

revealed a much larger ∼1-2%/mm gradient [148, §5.3.1]. This asymmetric result is best

explained by the presence of mechanical stress birefringence on one side but not the other

(in the field plates and/or the vacuum windows). Because of this asymmetry, the ACME

II final data run was conducted by sending in the laser beams from the East side to sup-

press this systematic. The systematic was monitored daily during the final run by taking

a few superblocks of data with an artificially large value of Enr. The regular Enr in the

experiment was also measured regularly every two weeks with microwave spectroscopy (de-

scribed in more detail in [113, 148]). This led to the systematic shift of −56(140) µrad/s

in Table 2.2.1.

2.2.4 Other laser-related systematics

The vertical STIRAP laser beams are associated with two systematic effects.18 The first

effect arises from ellipticity gradients (similar to the effect the refinement and readout lasers

described above), which is large in the STIRAP beams because they are focused to a very

small waist [146, §4.3.4]. The second effect arises from “Stark interference” between E1

and M1 transitions [113, 146].19 However, both of these systematics are suppressed by the

refinement laser, resulting in the small ωÑ Ẽ
ST shift of 0(1) µrad/s in Table 2.2.1.

Another AC Stark shift-related systematic is the P Ñ Ẽ
ref shift. A misalignment θSTref between

the orientation of the STIRAP-prepared state S⃗ST and the polarization of the refinement

laser ϵ⃗ref causes imperfect refinement of the initial spin state i.e. a non-zero slope ∂ω/∂Pref .

If the power of the refinement laser has an Ñ Ẽ-correlated component P Ñ Ẽ
ref > 0, this slope

17The number denotes the percentage of circular polarization or S/I using the Stokes parameters [158].
18Because the STIRAP beams propagate along ŷ and the spin precession occurs in the xy plane, unlike

the case of the refinement and readout lasers, the effect of polarization gradients caused by the vacuum
windows is insignificant. I thank Peiran Hu for our discussions to clarify this.

19A detailed explanation of Stark interference can be found in Ref. [146, §4.2].
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leads to a systematic shift in ωÑ Ẽ . A way to suppress this shift is to reduce ∂ω/∂Pref

by tuning ϵ⃗ref until θSTref is consistent with zero and increasing Pref to saturate the optical

pumping as much as possible. Another method is to reduce the P Ñ Ẽ
ref itself. However, in

ACME II there was no direct evidence of such a component in Pref . Still, ACME I had

found that AC Stark shift effects could lead to a linear dependence of the ωÑ ẼB̃ channel on

P Ñ Ẽ
ref [113]. The offset in this channel was used as a measure of P Ñ Ẽ

ref and used to set the

109 µrad/s in Table 2.2.1.

2.2.5 Magnetic field gradients

A second major source of systematics came from magnetic field gradients ∂Bz/∂z and

∂Bz/∂y. For each type of gradient, this effect comprised of two different mechanisms, one

which coupled to a constant Enr and another to the Enr gradient. The following systematic

models were developed by Cris Panda and Zack Lasner in ACME II, and verified both

experimentally and through numerical simulations.

First mechanism: coupling to constant Enr

The first mechanism20 results from the coupling of three physical effects. First, a ∂Bz/∂z

causes a precession frequency gradient ∂ω/∂z (Fig. 2.2.2). Second, the molecules possess

a strong position-transverse velocity correlation (∂vz/∂z) which is a natural result of their

ballistic trajectories from the beam source: faster molecules are more likely to be further

away from z = 0. When the molecules traverse the readout laser beam (which propagates

along ẑ), this results in a spatial detuning gradient ∂∆z/∂z: molecules further away from

z = 0 have a larger Doppler shift along ẑ. Finally, the Enr → ∆Ñ Ẽ mechanism gives rise to

an Ñ Ẽ-odd detuning ∆Ñ Ẽ as previously described (Eq. 2.19). These three effects couple
20In [148] this is called the second mechanism, but for this thesis I have decided to switch the numbering

to provide a more natural flow of the explanation.
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together to give

ωÑ Ẽ
∂Bz/∂z, Enr =

(
g1µB

∂Bz

∂z

)(
1

∂vz
∂z

∂∆z

∂vz

)(
∂∆Ñ Ẽ

z

∂Enr
Enr

)
=
∂ω

∂z

∂z

∂∆z

∆Ñ Ẽ
z ̸= 0. (2.21)

The same argument applies for ∂Bz/∂y and produces a similar shift with the vertically

propagating STIRAP laser beams.

faster ω 

 

slower ω

readout
laser

refinement
laser

field plate

field plate

Figure 2.2.2: First magnetic gradient systematic mechanism: coupling to
Enr. A ∂Bz/∂z gradient leads to a precession frequency gradient ∂ω/∂z. A position-
velocity gradient leads to a readout laser detuning gradient ∂∆z/∂z. Finally, the
presence of an Enr leads to ∆Ñ Ẽ . Together, the three effects combine to give rise to
a systematic shift in ωÑ Ẽ . Besides the readout laser, this mechanism is also present
for the vertically propagated STIRAP laser with the ∂Bz/∂y gradient.

Second mechanism: coupling to Enr gradient

The second mechanism is also a product of three physical effects (Fig. 2.2.3). The first is

the same as before: a ∂Bz/∂z causes a precession frequency gradient ∂ω/∂z. The second

effect is the dependence of STIRAP transfer efficiency η on the two-photon detuning δ
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(§2.1.4), ∂η/∂δ, which is non-zero when δ is slightly off-resonant. The third is a analogous

to the familiar Enr → ∆Ñ Ẽ mechanism, but applied to a gradient in Enr. In this case,

∂Enr/∂z gives rise to an Ñ Ẽ-correlated STIRAP detuning gradient ∂δÑ Ẽ/∂z. The second

and third effects give rise to an Ñ Ẽ-correlated shift in the center of mass of the molecules

that are prepared by STIRAP [49]:

dzÑ Ẽ
CM =

a2

3η0

∂η

∂δ

∂δÑ Ẽ

∂z
, (2.22)

where a is the half-width of the molecular beam and η0 is the maximum STIRAP efficiency

at δ = 0. (Here a simple model where the molecular density is constant along ẑ is assumed.)

This population shift was confirmed by comparing the fluorescence from the East and West

detectors when δ was increased.

Together with the first effect, this results in a systematic shift

ωÑ Ẽ
∂Bz/∂z, ∂Enr/∂z =

(
g1µB

∂Bz

∂z

)
dzÑ Ẽ

CM =
∂ω

∂z

a2

3η0

∂η

∂δ

∂δÑ Ẽ

∂z
̸= 0. (2.23)

Notice that unlike the first mechanism (magnetic gradients coupling to constant Enr), this

mechanism does not depend on a Doppler shift along the laser beam direction. Thus, it

also occurs for ∂Bz/∂y gradients coupling to ∂Enr/∂y. Furthermore, a similar mechanism

exists for the readout laser beam for both ∂Bz/∂z and ∂Bz/∂y, assuming it has a non-zero

detuning ∆. Thus, there are four contributions to this second mechanism, although the

STIRAP contribution is larger. The total shift introduced by the second mechanism is

about several times larger than the first mechanism.

Suppression and monitoring

Both of the systematic mechanisms above depend on ∂Bz/∂z and ∂Bz/∂y. They were

suppressed by tuning the STIRAP and readout lasers such that the systematic slopes
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STIRAP
lasers
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Figure 2.2.3: Second magnetic gradient systematic mechanism: coupling
to ∂Enr/∂z. The presence of an ∂Enr/∂z leads to a detuning gradient ∂∆Ñ Ẽ/∂z,
which together with a slightly off-resonant STIRAP 2-photon detuning δ ̸= 0 pro-
duces an Ñ Ẽ-odd shift in the center of mass of the prepared population dzÑ Ẽ

CM, as
seen in the greater number of molecules along +ẑ in the figure. This combines
with the precession frequency gradient ∂ω/∂z caused by a ∂Bz/∂z, resulting in a
systematic shift in ωÑ Ẽ . An analogous mechanism applies for ∂Bz/∂y, as well as
for the readout laser for both magnetic field gradients.

∂ωÑ Ẽ/∂(∂Bz/∂z) and ∂ωÑ Ẽ/∂(∂Bz/∂y) are consistent with zero. As Lasner [70, p. 164]

explains, this is effectively using the two mechanisms to cancel each other.

For the final data run, the magnetic gradients in the interaction region were minimized

to (−1± 9) µG/cm by using the magnetic field coils and regularly monitored by inserting

magnetometers in a pocket right next to the molecular beam. A more thorough charac-

terization was performed before and after the final data run by inserting a magnetometer

through the center of the spin precession region along x̂ [70]. In the final data run, datasets

taken with exaggerated magnetic field gradients were regularly interleaved between normal

EDM datasets. This resulted in the 7(59) µrad/s shift in Table 2.2.1.
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2.2.6 Contrast correlations

The next systematic shift arises from observed correlations between ωÑ Ẽ and components

of the contrast magnitude |C|.21 Recall that in the data analysis procedure described in

§2.1.10, we calculate

ω =
A

2τ |C|
(2.24)

from which we extract the EDM shift by taking the Ñ Ẽ-odd component

ωÑ Ẽ =

(
A

2τ |C|

)Ñ Ẽ

. (2.25)

However, there are higher-order Ñ Ẽ-odd components of ωÑ Ẽ which can be seen as follows.

First, we expand Eq. 2.24 in terms of all its components in the parity basis Ap, |C|p:

ω =

∑
p Ap

2τ
∑

q |C|q
=

∑
p Ap

2τ |C|nr

(
1

1 +
∑

q ̸=nr
|C|q
|C|nr

)
, (2.26)

then we use the fact that |Cnr| ≫ |Cr|, performing a Taylor expansion to obtain

ω ≈
∑

p Ap

2τ |C|nr

(
1−

∑
q

|C|q

|C|nr

)
. (2.27)

Taking the Ñ Ẽ-odd components only, we get

ωÑ Ẽ ≈ AÑ Ẽ

2τ |C|nr
− ωB |C|Ñ ẼB̃

|C|nr
− ωnr |C|Ñ Ẽ

|C|nr
− ... (2.28)

where apart from the main AÑ Ẽ term, only the largest terms which arise from ωB and ωnr

are shown. These correspond to the Zeeman precession frequency and any global offset

phases due to a misalignment between the initial prepared spin state and the readout

polarization, i.e. (ϕ − θ) − π
4
(2n + 1) ̸= 0 (see Eq. 2.6). In ACME II data, |C|Ñ ẼB̃ and

21For this section, I am indebted to recent discussions with Peiran Hu.
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|C|Ñ Ẽ were unsurprisingly the only two contrast channels for which correlations with ωÑ Ẽ

were observed, with ∂ωÑ Ẽ/∂|C|Ñ ẼB̃ being ≈ 6 times larger than ∂ωÑ Ẽ/∂|C|Ñ Ẽ [70, p. 153].

No physical mechanisms are known to give rise to a non-zero |C|Ñ ẼB̃ and |C|Ñ Ẽ and their

average values across the dataset were consistent with zero. However, to be conservative,

the decision was made to subtract their contributions and include the uncertainties in the

total uncertainty budget, leading to the 77(125) µrad/sec shift in Table 2.2.1.

2.2.7 ωẼ shift

If there is a shift in the ωẼ channel, this could potentially lead to a a shift in ωÑ Ẽ if there

is a slope ∂ωÑ Ẽ/∂ωẼ . This slope exists because of the small, |E|-dependent difference in

magnetic moments between the two Ñ = 1 states (Eq. 1.19). A mechanism to cause the

ωE shift are leakage currents in the field plates, which were measured to be Ileakage = 25

pA [148, §5.8]. This value was used to determine the ωE shift of 1(1) µrad/s.

2.2.8 Velocity noise

Molecular beam velocity noise was a major issue in the ACME II experiment. The ablation

process produces molecular beams with a mean velocity of ≈ 200 m/s which fluctuated

≈ 0.1% from shot-to-shot fluctuations, leading to fluctuations in precession time τ and

thus the measured phase Φ. These fluctuations do not average out because τ is measured

by switching B̃ to measure the Zeeman phase ΦB̃, which only occurs once every block (≈

1 minute). The resulting noise scales with |B|. When running at |Bz| = 26 mG, the data

has χ2 ≈ 7. At smaller fields (|Bz| = 0.7, 1.3, 2.6 mG) the data has χ2 ≈ 3.

An attempt was made to investigate and possibly reduce this noise by measuring τ

directly. A small “notch” in the molecules was induced by turning off the STIRAP Pump

laser beam for a moment (100 µs) and measuring the position of the resulting dip in the

detected fluorescence trace [148, §4.12]. However, this method was not able to measure the

velocity in a trace to better than 0.1% because of the velocity dispersion within the notch.
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This dispersion exists because molecules do not all leave the beam box at the same time,

resulting in imperfect correlation between their velocity and precession times. Moreover,

the notch method also resulted in loss of signal. In the end, this noise was suppressed by

simply taking the majority of the final dataset at lower values of |Bz|.

2.2.9 Timing noise

The last major source of excess noise is asymmetry noise arising from jitter in the timing

of the data acquisition, due to a mismatch between the DAQ internal clock and sampling

rate. This noise was not fully understood until after the conclusion of ACME II. As a

result, a fuller account of the mechanism of this noise and its suppression is given in §6.1

as well as in a published paper [161]. After this setting was fixed, the experiment noise was

reduced to the shot noise limit (Eq. 1.23).

2.3 Results and interpretation

After subtracting out all systematic shifts listed in Table 2.2.1 and performing the data

analysis procedures described in 2.1.10, the final mean EDM precession frequency including

statistical and systematic uncertainties was found to be

ωÑ Ẽ = (−510± 373stat ± 310syst) µrad/s, (2.29)

which we can convert into de by using Eeff = 78 GV/cm (§1.5.2) and the relation ωÑ Ẽ =

deEeff/ℏ, giving

de = (4.3± 3.1stat ± 2.6syst)× 10−30 e · cm (2.30)

= (4.3± 4.0)× 10−30 e · cm, (2.31)
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where the combined statistical and systematic uncertainty is a factor of 12 smaller than the

ACME I uncertainty [96, 113]. This result is consistent with a null value of de. It can be

converted to into an upper limit by applying the Feldman-Cousins prescription [147, 162],

yielding

|de| < 1.1× 10−29 e · cm (2.32)

at 90% confidence level. This limit smaller by a factor of 8.6 compared to the limit obtained

in ACME I, which was the previous most stringent limit. At the time of writing, this result

still stands as the most stringent published upper limit on the electron EDM. Using Eq. 1.6,

the ACME II result probes physics at the 30 TeV (1-loop) or 1 TeV (2-loop) level, which

is exceeds or is comparable to the scale probed at the LHC. A more detailed study by

Cesarotti et al. [54] found that the ACME II result probed several SUSY scenarios at

several TeV, including sleptons in 1-loop SUSY at 10 TeV.

Besides an electron EDM, ωÑ Ẽ can also arise from a P- and T-violating scalar-pseudoscalar

electron-nucleon interaction characterized by the dimensionless coupling parameter CS [163].

Both effects could contribute to ωÑ Ẽ , i.e.

ωÑ Ẽ = deEeff +WSCS, (2.33)

whereWs is a molecule-specific constant whose value for ThO is −2πℏ×282 kHz [103, 128].22

The EDM limit in Eq. 2.32 assumes that |CS| = 0. If instead we assume that |de| = 0, then

this result would give us an upper bound23

|CS| < 7.3× 10−10. (2.34)
22Note that the values of WS reported in the cited papers must be multiplied by the ratio of A/Z = 232/90

for ThO. See the discussion in [113, §A.2].
23In Ref. [164], Flambaum et al. calculate various contributions to CS , including from nucleon EDMs.

This allows the extraction of implied limits on the proton and neutron EDMs from the limit on CS set by
ACME II. For the proton EDM, the limit is ∼ 10−23 e ·cm with an uncertainty of 50%, which is remarkably
only about a factor of ∼50 from the most competitive limit [165].
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BecauseWS is molecule-specific, it is beneficial to perform eEDM experiments with different

molecules in order to constrain the parameter space of possible contributions of Cs and de.

The recent preprint from the JILA EDM experiment [97] which improves the eEDM upper

limit by a factor of 2.4 is an important complement to the ACME II result, as it not only

used a different molecular species but was also obtained with a very different technique

(using trapped ions with long coherence times).
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3
Overview of ACME III upgrades

While the ACME II measurement already probes new physics at the multi-TeV level, the

next generation is pursuing statistical upgrades that will enable it to reach even higher

scales, namely extending the spin precession time and increasing the number of detected

molecules in the experiment. It also aims to suppress known systematic errors and sources

of excess noise by a commensurate amount. This chapter is an overview of the ACME III

apparatus currently under construction at Northwestern University. Subsequent chapters

discuss in more detail features and upgrades which I occupied a leading role in developing:

the H-state lifetime measurement which laid the foundation for the extended spin precession

time (Chapter 4), detection efficiency improvements (Chapter 5), data acquisition and
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experimental control (Chapter 6), and magnetic fields (Chapter 7). With all these upgrades,

the next generation ACME III experiment is projected to measure the electron EDM with

over an order of magnitude improvement in statistical sensitivity compared to ACME II

and corresponding reductions in systematic errors and excess noise.

3.1 Statistical improvements

As discussed in Chapter 1, the statistical uncertainty of the electron EDM in the experiment

(assuming that the shot-noise limit has been reached) is [113]

δde =
1

2τEeff
√
ṅT

(3.1)

where τ is the spin precession time, Eeff is the effective electric field, ṅ is the rate of detected

molecules used for spin precession, and T is the experiment time. Eeff is fixed by the choice

of the molecule, which for ThO is 78 GV/cm. In ACME II, T could be extended in ACME

III by taking data for a longer time, but realistically no more than a factor of ∼ 2. The

duty cycle of ∼ 20% could be slightly improved by the addition of the ablation target

load lock (see §3.1.4), which would reduce the need for weekly target changes. Dramatic

improvements in duty cycle using other methods are more difficult. For example, previous

experimental tests have shown that the 50 Hz rate of ablation is already at or close to the

optimum amount production rate of molecules [148, p. 32].

Two avenues for significant improvement lie in τ and ṅ. Previously, τ was thought to be

already optimized and limited by the lifetime of the H-state. However, a new measurement

of the H-state lifetime [166] that it is longer than previously thought, opening the way

towards an increase in τ . Substantial opportunities exist to increase ṅ by performing

molecular beam collimation to decrease geometrical losses [142] and increasing photon

detection efficiency (∼ 5% in ACME II) [167, 168].

Thus, after a substantial period of development, three main statistical upgrades are
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planned for ACME III:

1. An extended spin precession region that increases τ by ≈ 5 times which is essentially

its optimum value given the newly measured radiative lifetime of the H-state.

2. An electrostatic molecular lens to improve the collimation of the molecular beam

such that more molecules participate in the spin precession.

3. Upgrades to improve photon detection efficiency, consisting of enlarged collection

optics and more efficient silicon photomultiplier (SiPM) detectors.

In addition, gains arise from the reducing excess data acquisition triggering noise (§6.1), im-

proving rotational cooling, and implementing an ablation target load lock system (§3.1.4).

A schematic of the newly upgraded apparatus is shown in Fig. 3.1.1.

3.1.1 Longer spin precession time

Some material in this section has been adapted from Ref. [166].

The spin precession time τ is primarily limited by τH , the radiative lifetime of the EDM-

sensitiveH3∆1 state. In ACME I and II, τ was set to ∼ 1 ms based on earlier measurements

of τH [69]. While adequate for practical purposes at the time, these measurements were all

carried out in closed gas cell, resulting in complications from collisions with the buffer gas

causing electronic quenching. No measurement had been done in a molecular beam, where

collisions are not a major factor and is closest to the actual ACME experiment setup where

spin precession occurs.

Measuring the H3∆1 radiative lifetime

Spurred by interesting results from some preliminary measurements of τ , we decided to

build a dedicated experimental apparatus to perform a more conclusive measurement of τH

in a molecular beam. The apparatus consisted of a long beamline with multiple locations to
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excite the molecules from to the H-state. After flying through the beamline, the remaining

population was probed by laser-induced fluorescence at a detection region downstream.

The signal from runs with different excitation regions was plotted and fit to extract the

lifetime,

τH = 4.2± 0.5 ms. (3.2)

This measurement is described in Chapter 4 and also reported in a recent paper [166]. The

value of τH is significantly longer than the spin precession time used in the ACME I and

II experiments (τ ≈ 1 ms). Thus, a significant decrease in δde (Eq. 3.1) could result from

increasing τ to something close to τH .

Determining the optimum spin precession time

The three curves in the plot of figure 3.1.2 show the EDM sensitivity gain (relative to ACME

II where τ ≈ 1 ms) against τ for three different cases. The bands in the figure indicate

uncertainty arising from the τH measurement. A second horizontal axis corresponding to

the length of the interaction region Lint assuming a typical beam velocity of v = 210 m/s

is shown.

In the limiting case where the molecular beam is perfectly collimated (red, upper curve

in Fig. 3.1.2), the optimum τ for a given τH can be calculated by

δde ∝
1

τ
√
N

∝ 1

τ
√
exp (−τ/τH)

. (3.3)

The optimum value at τ = 2τH is ∼20% smaller than when compared to τ = τH . Extending

the coherence time from 1 ms in ACME II to about 5 ms (green vertical dashed line) will

realize essentially all of this potential gain. This requires constructing an apparatus with a

5 times longer interaction region. Attaining this perfectly collimated limit with a molecular

beam that spreads out, however, would also require a rather impractical scaling up of the

radial size of the apparatus (i.e. perpendicular to the direction of the molecular beam).
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The size of electric field plates and detection optics would need to increase, as must the

power of the lasers needed to saturate the molecules over a larger volume.

Figure 3.1.2: Projected EDM sensitivity gains over ACME II from extending the
spin precession time given the measured lifetime τH for a perfectly collimated molec-
ular beam (red, upper curve). The bands represent the effect of the uncertainty
in τH , and the dashed lines indicate the coherence times for ACME II and the
projected ACME III. For a diverging molecular beam in an apparatus that is made
longer without increasing its radial dimensions, the longer τH increases the sensitiv-
ity by a factor of 2 (orange, lower curve). The sensitivity improves by up to 2.6 due
to the effective collimation provided by the addition of an electrostatic lens for the
molecules (blue, middle curve). (The additional sensitivity gain of 3.5 because the
lens also captures more molecules is not included.) Figure adapted from Ref. [166].

Thus, it is much more practical to keep the radial size of the apparatus much the same

as for ACME II. Extending the length of the spin precession region by itself would increase

the eEDM sensitivity by about a factor of 2 (orange curve in Fig. 3.1.2). This factor can

be estimated by using Eq. 3.3 while including the geometric factor (L0/(L0 + vτ))2 when
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computing the number of molecules N , where L0 = 1.3 m is the distance from the molecule

beam source to the start of the precession region in ACME II.

Furthermore, numerical simulations [141, 142] suggest that the gain would increase from

2 to 2.6 if an electrostatic molecular lens is used to improve the collimation of the beam

while keeping the radial size of the apparatus the same (blue middle curve in Fig. 3.1.2).

This factor is achieved after optimizing the lens to maximize the number of molecules par-

ticipating in the observed precession, because the lens cannot achieve perfect collimation.

(Note that this only considers the collimating effect of the lens on the molecule trajectories

in the spin precession region. An additional sensitivity gain of 3.5 because the lens captures

more of the diverging molecules from the ablation source is not included in the figure. The

molecular lens will be discussed in §3.1.2.)

Larger interaction region

Given this information, the ACME III apparatus was designed with a 100 cm long spin

precession region, equivalent to τ ≈ 4.7 ms (green vertical dashed line in Fig. 3.1.2). This

choice had momentous implications for the rest of the apparatus, as it required the complete

redesign and rebuilding of all components of the interaction region to accommodate the

longer precession, including the main vacuum chamber, magnetic shielding, magnetic coils,

electric field plates, and collection optics.

Fig. 3.1.3 shows a comparison of the ACME II and III interaction vacuum chambers.

The design and construction of the interaction region chamber, setup, and support table

was led by Cole Meisenhelder and Daniel Lascar. The new vacuum chamber has dimensions

1568 mm × 591 mm × 533 mm. The dimensions were limited by the length of the spin

precession region (along x̂), the height of the field plates (ŷ), and the space required for the

field plates and collection optics (ẑ). Both sides of the chamber (±ẑ) have two main side

windows for the state preparation and probing.1 The side windows are designed with the
1As seen in the figure, the holes for these windows were designed with a large diameter to accommodate
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Figure 3.1.3: ACME II and III vacuum scaled chamber comparison. The
new ACME III chamber is more than twice the previous length to accommodate
the 5 times longer spin precession region. The center of the precession region is
slightly offset along x in order to accommodate the downstream light pipe holes.
Also shown are the upstream and downstream ISO-100 vacuum nipples which set
the boundaries of the interaction region enclosed by the magnetic shields. These
are connected to the electrostatic lens and beam dump chambers respectively.
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goal of reducing stress birefringence which is known to cause systematic errors (see §3.2.1

for more discussion).

A major change is that the light pipes carrying photons from the collection optics in the

detection region are no longer bent to emerge from the front and back (±x̂) sides of the

apparatus as in ACME II. Instead, the light pipes are straight and come out at a 45◦ angle.

In order to conveniently position the light pipe holes, the center of the spin precession

region is slightly offset along x (relative to the center of the chamber). More details on the

mounting of the light pipes are described in §5.3. Many other openings were added to the

chamber to give flexible optical access to the spin precession region. This included holes for

inserting magnetometer pockets, as the apparatus was designed for improved monitoring

of the magnetic fields (§7.2).

The main vacuum chamber is connected to the electrostatic lens chamber (upstream) and

the beam dump chamber (downstream) using ISO-100 vacuum nipples (Fig. 3.1.3). The

former nipple was designed to be shorter in order to minimize the distance between the

lens and the detection region, which is beneficial for lensing. Finally, the entire interaction

region is enclosed by three layers of rectangular mu-metal magnetic shields mounted on

aluminum frames (not shown in the figure, discussed in §7.1).

3.1.2 Electrostatic molecular lens

In ACME II, due to the solid angle of the molecular beam, only about 0.007%2 of ThO

molecules produced from laser ablation were sufficiently collimated to successfully traverse

the 1.2 m distance from the source to the interaction region without hitting the sides of the

beamline. This provides much room for improvement. In addition, improved collimation

would allow an increase of the spin precession time without having to significantly enlarge

a planned mechanism to enable vacuum in situ rotation of their birefringence axes. However, after some
research, a different strategy was pursued to control and suppress the birefringence of the vacuum windows
(§3.2.1).

2Based on the 1 in 20000 number for ACME I [113, §3.2.3] and the 1.4x enhancement in molecular
signal due to a closer distance to the interaction region in ACME II [146, §5.4.1].
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the radial size of the apparatus (§3.1.1). Since ThO does not have a set of suitable transi-

tions for transverse laser cooling, an electrostatic lens was identified as the most promising

path to accomplish this in ACME III.3 The development of this lens was led by Xing Wu

and the University of Chicago team. Technical details regarding the lens and the ThO

Q-state used for lensing are described in two recent papers [141, 142]. Here we shall give a

brief overview.

General principles of an electrostatic molecular lens

In an electrostatic molecular lens, a set of cylindrical electrodes are arranged around the

axis parallel to the propagation direction of the molecular beam such that they create a

harmonic electric potential [169]

U(r) ∝ −rn/2, (3.4)

which implies an electric field with magnitude

|E(r)| ∝ rn/2−1, (3.5)

where r is the radial distance from the lens center axis and n depends on the number of

electrodes (e.g. n=4 for a quadrupole lens and n=6 for a hexapole lens). As molecules

traverse in the region between the electrodes, they experience a harmonic potential due to

the Stark shift:

W (r) = −DE(r) ∝ −rn/2−1 (3.6)

where D is the state-dependent dipole moment. This results in a radially directed restoring

force

F (r) = dW (r)/dr ∝ −rn/2−2. (3.7)
3A magnetostatic lens made using permanent magnets was also considered [70, 141], but an electrostatic

lens was eventually chosen because of practical advantages, such as that it allows some amount of varying
of the confining potential (by varying the voltage) and it does not suffer from the potential problem of slow
vacuum pumping speeds in the narrow bore of the magnet.
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In this way, the electrodes confine the molecules to the center of the lens, analogous to a

thick optical lens focusing beams of light [170]. The effective focal length of the molecular

lens depends on the molecular beam velocity, the electrode dimensions, and the dipole

moment of the molecular lensing state. The choice of a quadrupole or hexapole lens depends

on whether the Stark shift of the molecule is quadratic or linear. The Stark shift also

determines the amount of voltage required to produce a sufficiently strong electric field.

Design of the ACME III lens

In ACME III, the Q 3∆2 state of ThO was chosen as the lensing state. Experimental

investigations by Wu et al. [141] identified favorable properties for lensing, such as a strong

linear Stark shift (particularly in the |JMΩ = 2, 2,−2⟩ state), a long lifetime (>62 ms),

and a practical scheme for transfer in and out of the state from the ground X state using

STIRAP through the C-state due to the largeQ−C transition dipole moment. Importantly,

the strong Stark shift means that only E ≈ 30 kV/cm is required to create a lens with a

capture velocity of about 10 m/s.4 (At even higher E, the Stark shift starts to become non-

linear.) However, the goal of capturing the largest number of molecules (which would favor a

high electrode voltage) must be balanced with the preference of operating at lower voltages

to prevent technical challenges such as the production of X-rays [171].5 The lens was also

designed to maximize the number of molecules which are detected after participating in

the spin precession, which meant setting the focus at a point between the state preparation

and detection regions in the interaction region [142].

With these design goals in mind, a hexapole lens was designed with an internal bore

radius R = d0 = 19 mm (where R is the radius of the bore of the lens and d0 is the

electrode diameter, Fig. 3.1.4a), electrode length of 53 cm, and a typical electric field E ≲
4Previous attempts to construct a ThO molecular lens assumed the use of the X-state, which due to

its quadratic Stark shift required a much higher voltage, leading to unintended X-ray production.
5To monitor and prevent X-ray production, multiple Geiger–Müller counters are installed around the

lens chamber and linked to an interlock of the electrode voltage supplies.
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Figure 3.1.4: Design of the ACME III electrostatic molecular lens. a) Cross section
of hexapole lens. The lens bore radius R is set to be the same as the lens elec-
trode diameter d0=19 mm. b) Design of the hexapole lens assembly. c) Simulated
molecular trajectories from numerical simulation assuming V = ±14 kV, the set-
ting found to be the optimum during experimental tests of the lens. Figure adapted
from Ref. [142].

82



20 kV/cm. These parameters were chosen based on numerical simulations incorporating

realistic velocity and spatial distribution of the molecules, beamline geometry, and the

Stark shift of the |JMΩ = 2, 2,−2⟩ lensing state. During this design process it was also

found that increasing the field plate separation to 6 cm (previously 4.5 cm) was beneficial

to increase the molecular flux and prevent ThO molecules from being deposited on the field

plates.

Transfer in and out of the lensing state

The lens setup includes modules along for efficiently transferring the molecules in and out

of the lensing state. Initially, ThO molecules exit the beam source mostly in the ground

X state with a ∼4 K Boltzmann distribution. Transfer into the lensing state occurs in

two steps. First, rotational cooling is performed by shining 690 nm lasers tuned to the

X − C, P (2) and Q(1) lines6 in order to transfer the population in J = 1, 2 populations

into the J = 0 state (Fig. 3.1.5a). This is virtually the same rotational cooling scheme as

that deployed in ACME II,7 but its implementation has been significantly enhanced in two

ways.

First, in order to minimize the distance between the beam source and the electrostatic

lens entrance (improving lensing), the rotational cooling module has been compactified.

The two previously separated stages to pump the P (2) and Q(1) transitions are now com-

bined into a single pumping module with a single optical path for the two lasers. This

requires a number of optical components (Fig. 3.1.5b). The two lasers are prepared in or-

thogonal linear polarizations, combined on an input polarizing beam splitter (PBS), then

passed through a polarization electro-optic modulator (EOM) and an output PBS. This

allows for rapid (8 µs period) switching of the two lasers sent into the rotational cooling
6P(2) denotes the transition between |X, J = 2⟩ → |C, J = 1⟩ while Q(1) denotes |X, J = 1⟩ →

|C, J = 1⟩.
7The third rotational cooling transition used in ACME II (J = 3 → J = 2) is not implemented as it

only added about 10% signal improvement at the cost of additional complexity.
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chamber. As pumping on the Q(1) line requires the mixing of the parity eigenstates of the

C state (see §2.1.2), a set of electric field plates in the rotational cooling chamber applies

an electric field of 150 V/cm along ŷ. This electric field only turns on when the Q(1) laser

is shining (Fig. 3.1.5c). The lasers are also switched rapidly (2 µs period) between two

orthogonal polarizations using a Pockels cell. Thus, there are a total of 4 unique states of

the system (two cooling transitions and two orthogonal polarizations).

d)c)

a) b)

Figure 3.1.5: Schematics for rotational cooling and STIRAP for the electrostatic
lens. a) Level diagrams depicting the two transitions (P(2) and Q(1)) used to
increase the number of molecules in the |X, J = 0⟩ state. b) Optical components
for implementing enhanced rotational cooling. c) Modulation timing scheme for
switching polarizations, electric fields, and rotational cooling line. d) Level diagram
depicting the STIRAP process to efficiently transfer the molecular population from
the X to Q and back for lensing. b) Figure adapted from Ref. [142].

Second, the saturation of the optical pumping has been improved. A tapered amplifier

is used to increase the power of the 690 nm lasers from ∼15 mW (ACME II) to ∼100 mW.

Sidebands are added to the lasers (the FWHM Doppler width of the molecules is 20 MHz).
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Prisms are used to make 13 passes of the lasers through the molecular cloud.

As a result, the length of the rotational cooling region has been compressed from 20 cm

to 4 cm, while experimental tests show that the rotational cooling enhances the population

in |X, J = 0⟩ by a factor of ∼3.5 at highest saturation, which is ∼1.4 times better than the

rotational cooling enhancement in ACME II.

Figure 3.1.6: Design of the entire electrostatic lens system including the compact-
ified rotational cooling chamber, the two STIRAP chambers, and the main lens
chamber. The chambers also contain coils and field plates (not visible) to apply
electric and magnetic fields.

In the second step, the molecules are transferred from |X, J = 0⟩ to |Q, JMΩ = 2, 2,−2⟩

by using STIRAP via the |C, JMΩ = 1, 1,−1⟩ state (Fig. 3.1.5d). This is performed in

a separate STIRAP region with magnetic coils and electric field plates which apply 5 G

magnetic and 50 V/cm electric fields, in order to break the degeneracy of the M = ±2 and

Ω = ±2 states. Here, the two STIRAP laser beams (690 nm Pump and 1196 nm Stokes) are
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sent in along the z-axis with σ polarization. After the molecules have undergone lensing, a

second STIRAP using the same set of transitions is performed in reverse to transfer them

back to the |X, J = 0⟩ state. In order to prevent unwanted spin flips as the molecules

travel between the STIRAP regions and the entrance/exit of the lens, the electric fields are

designed to not flip sign in the transition regions. Previous tests have shown that ∼80%

combined transfer efficiency for X − C − Q and Q − C − X STIRAP can be achieved

with laser powers of ∼100 mW [141]. A schematic of the entire lens chamber (including

rotational cooling, STIRAP, and the main lens chambers) is shown in Fig. 3.1.6.

Construction and testing of the lens

Development and testing of the electric lens was performed at Harvard using the ACME II

beamline and apparatus. The lens (including the rotational cooling region) was installed

in between the beam source and the ACME II interaction region. The second stage of

the STIRAP back to |X, J = 0⟩ was skipped, such that the molecules remained in the Q

state as they enter the interaction region. At the end of interaction region a 746 nm probe

laser excites the molecules to the I state, producing 512 nm photons from the I −X decay

(similar to ACME II). The distance between the exit of the lens to the probe laser is 148

cm, which is comparable to the planned ACME III distance (∼186 cm). During these tests,

the electrode voltage was scanned from 0 to ±25 kV, with the optimal electrode voltage

found to be V = ±14 kV. At this setting, the gain in detected molecules is 16.2(6) relative

to the lens turned off, with a Doppler width of 2.3 MHz (1σ) at 746 nm, equivalent to 2.4

MHz at 703 nm (the frequency of the H − I probe laser in ACME III). This is comparable

to the 2.1 MHz Doppler width in ACME II [148]. Spatially, the molecular beam follows a

Gaussian distribution with an FWHM of ∼1.3 cm. In contrast, the ACME II molecular

beam was a flat top with 2.3 cm FWHM. Thus, while the Doppler width is slightly larger,

the narrower Gaussian profile may actually improve the saturation with the molecular lens.

These experimental results are found to be consistent with the molecular trajectory sim-
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ulations. After modifying these simulations slightly to reflect the ACME III beamline

geometry, the lens is predicted to give a factor of 12 enhancement in molecular flux, equiv-

alent to a gain in EDM sensitivity of 3.5 compared to ACME II. (This is on top of the

collimation from the lens which allows an increase in precession time without increasing the

radial size of the apparatus, as previously discussed in §3.1.1.) There is also the additional

factor of 1.2 from the improved rotational cooling.

3.1.3 Improved photon detection efficiency

In ACME II, the collection optics covered ∼20% of the collection angle, and ∼25% collected

were detected by the photomultiplier tubes (PMTs) due to limited quantum efficiency,

resulting a total of only ∼5% of generated photons detected overall. Efforts were made to

improve the photon detection efficiency. The first is a redesigned collection optics system

utilizing larger diameter, lenses and light pipes which covered a larger solid angle. The

second is the replacement of the PMTs with silicon photomultiplier (SiPM) detectors, which

have about twice the quantum efficiency. Both of these improvements have been designed,

constructed, and tested in an experimental mock-up of the ACME III detection system.

These tests show a factor of 1.7 statistical gain in photon collection from the improved

collection optics and a factor of 2.3 gain from the SIPMs, resulting in a combined gain of

2.0 in EDM statistical sensitivity. Details of both of these improvements are described in

Chapter 5 as well as several recently published papers on the SIPM development [167, 168,

172].

Earlier efforts were also made to improve the detection efficiency by performing optical

cycling on the X − I transition, where the I − X branching ratio has been measured to

be 91% [152]. In principle, this would allow each molecule to produce more than one

photon. However, after some experimental tests, the transition turned out to produce

less photons than expected, and other practical and theoretical considerations led us to

switch our experimental efforts to improving the detection efficiency through other means
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as described in the previous paragraph. Appendix A provides a fuller description of the

optical cycling project.

3.1.4 Other statistical improvements

In addition to the three major statistical improvements discussed above, there are two

remaining improvements that are anticipated to further increase the statistical sensitivity

of the ACME III apparatus.

Timing noise reduction

We have briefly mentioned the timing noise in the DAQ system used for the ACME II which

resulted in the data having χ2 ≈ 3 (§2.2.9). In 2019, this problem was solved by making

several straightforward technical changes to the DAQ system: 1) changing the sampling

rate to an integer multiple of the base clock rate of the DAQ oscilloscope, 2) locking the

oscilloscope’s clock to a stable external reference clock, and 3) updating the software drivers

for the oscilloscope. These changes suppressed the excess noise to well below the ACME II

shot noise limit, equivalent to a factor of 1.7 gain in EDM statistical sensitivity relative to

ACME II. Details on this noise reduction are described in §6.1, as well as in a published

paper [161].

Ablation target load lock system

The second additional statistical improvement comes from implementing an ablation target

load lock system to enable quicker changing of targets during a run. During the ACME II

final run, a freshly installed ThO2 ablation target would have about 1-2 days of constant

maximum signal followed by a long linear decay over the next few days (Fig. 3.1.7). The

target would usually be replaced after about two weeks of constant use. Target replace-

ment was a time-consuming process which involved warming up the beam box to room

temperature (∼24 hours) and 2-3 personnel engaging in several hours of intense work while
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wearing extensive personal protective equipment to protect from radioactive dust, after

which it would take another ∼12 hours to fully cool down to operational temperatures.

Thus, more frequent changing of targets was simply not practical.
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Figure 3.1.7: Plot of number of photons against superblock number in the ACME
II final dataset. Spikes indicate ablation target changes. Data analyzed and plotted
by Zack Lasner.

For ACME III, a mechanical system has been developed to allow frequent in situ changing

of targets without having to warm up or open the beam box (Fig. 3.1.8). The develop-

ment was led by Zhen Han (University of Chicago). Two mechanical arms (horizontal and

vertical) are mounted on the beam box using vacuum-compatible feedthroughs. Using the

arms, an old target can be detached from its mount in the ablation cell and extracted from

the beam box via an airlock chamber at the top of the beam box. (The new target would

be inserted and mounted in the same way.)

This system has been constructed and successfully tested. The entire target replacement

89



Figure 3.1.8: Design of ablation target load lock system (from model developed by
Zhen Han) which enables in situ target replacement. Vertical and horizontal arms
are mounted with vacuum feedthroughs on the beam box. These are used to screw
or unscrew the ablation target from its mount. Targets can be inserted or extracted
using the airlock chamber along the path of the vertical arm.
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process takes ∼1 hour. During this time, only a small increase in the beam box temperature

which stabilizes back to operating temperature within ∼15 minutes (due to the relatively

warm temperature of the new target) has been observed. With this system, daily target

changes will be possible, which will increase the absolute number of molecules used in the

spin precession by a factor of ∼1.5, equivalent to a factor of 1.2 gain in EDM sensitivity.

The load lock system will also improve the general operating efficiency of the experi-

ment. Previously, when operating with a target older than a few days, a human operator

constantly made small adjustments to the ablation laser optics in order to find an ablation

spot with good signal. This is no longer required with a constantly fresh target.

3.1.5 Summary

Putting together all the aforementioned statistical improvements, the ACME III exper-

iment is projected to measure the electron EDM with a sensitivity larger by more than

an order of magnitude compared to ACME II (Table 3.1.1). Assuming a similar amount

of integration time, this would imply a statistical uncertainty of ∼10−31 e · cm. All of

the improvements have been individually designed, constructed, and their statistical gains

experimentally demonstrated. What remains is to assemble all the modules into a single

integrated apparatus.

Improvement EDM statistical
sensitivity gain

Increased precession time 2.6
Electrostatic lens 3.5
Improved photon detection 2.0
Timing noise reduction 1.7
Ablation target load lock 1.2
Improved rotational cooling 1.2
Total 45

Table 3.1.1: Projected improvements in ACME III and their associated predicted
gain in EDM sensitivity relative to ACME II.
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3.2 Systematic error and excess noise suppression

In order to measure the electron EDM with an order of magnitude improved sensitivity, all

systematic errors and excess noise must also be suppressed below the projected statistical

uncertainty. In ACME II, the final statistical uncertainty was 373 µrad/s. Let us conser-

vatively assume that the target uncertainty in ACME III is ∼40 µrad/s. Table 3.2.1 shows

all class A systematic shifts in the ACME II uncertainty budget. These shifts come from

known experimental imperfections that must be dealt with for the next generation. Out

of the six shifts, four have uncertainties greater than the ACME III target. In addition to

systematic shifts, there are known sources of excess noise that may prevent the experiment

from reaching the shot noise limit.

Parameter Shift Uncertainty Section
Enr −56 140 3.2.1
ωÑ Ẽ
ST (via θH−C

ST ) 0 1 -
PNE
ref - 109 3.2.1
∂Bz/∂z and ∂Bz/∂y 7 59 3.2.2
|C|NE and |C|NEB 77 125 3.2.3
ωE(via BE

z ) 1 1 -

Table 3.2.1: Class A systematic shifts and their statistical uncertainties in
ACME II. Units are in µrad/s. The total systematic uncertainty of ACME II was
310 µrad/s (including several class C systematic uncertainties). Also shown are the
sections where we discuss strategies to reduce the larger systematic uncertainties
to below the ACME III statistical sensitivity goal.

3.2.1 Polarization gradients and AC Stark shifts

As discussed in §2.2.3, several systematic errors have been known to arise from an AC

Stark shift phase coupling to ellipticity gradients in the the refinement and readout laser

polarizations to cause a non-zero slope dω/d∆. In the presence of Enr, this couples to ∆Ñ Ẽ

produced by the Enr → ∆Ñ Ẽ mechanism (§2.2.2) to result in a systematic shift in ωÑ Ẽ

(denoted by the “Enr” entry in Table 3.2.1). Second, the P Ñ Ẽ systematic uncertainty was
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calculated based on the possibility of an Ñ Ẽ-odd component of the refinement laser power

P Ñ Ẽ
ref arising from AC Stark effects. Better control of polarization gradients will reduce

both of these systematic effects. For the vertical STIRAP lasers, a similar effect arises

from ellipticity gradients (caused by the small waist of the beams) and Stark interference.

This effect is washed out by the refinement laser, causing the small θH−C
ST systematic shift

which is well below the projected ACME III statistical sensitivity.

Typically, ellipticity gradients are caused by birefringence gradients in optical elements

that the lasers traverse before reaching the molecules, such as the electric field plates

and vacuum windows. A birefringence gradient can be induced by a thermal load (from

absorption of a high powered laser beam) or mechanical stress. In ACME II the total

ellipticity gradient was ≲ 0.1%/mm on the East side and ∼1-2%/mm on the West side,

with the difference likely caused by differing mechanical stress birefringence in the vacuum

windows.

Ideally, the total polarization gradient should be reduced by an order of magnitude to

keep up with the improved statistical sensitivity of the experiment. However, the EDM

phase (ϕÑ Ẽ) will be 5 times larger compared to ACME II (due to the increased precession

time), which reduces the relative significance of a systematic phase shift caused by a local

polarization gradient at the state preparation/readout regions by the same factor. This

introduces a “slack factor” of 5 to the requirement.

Improved field plate mounting design to reduce mechanical stress bire-

fringence

In ACME II, Corning 7980 fused silica was chosen as material for the field plates as it

has more favorable properties for reducing thermal stress birefringence compared to the

Schott Borofloat glass used in ACME I. The thickness of the ITO layer was also decreased

from 200 nm to 20 nm to minimize absorption of laser power. As a result, the thermal

stress induced birefringence per watt of absorbed laser power was reduced by a factor of

93



∼7 compared to the ACME I field plates [83, Table A.1][158, §4.2.2]. The highest laser

power sent through the field plates in ACME I was ∼4 W (1090 nm) [113], whereas ACME

II used ∼1 W (703 nm).8 Thus, the overall thermal birefringence was reduced by over an

order of magnitude in ACME II. This is likely also adequate for ACME III, as there are

also other methods to further decrease it, such as modulating (chopping) the laser power

in between molecular shots.

However, as mentioned above, mechanical stress birefringence remained an issue even in

ACME II, making it infeasible to send in lasers from the West side of the experiment. To

improve this in ACME III, a different type of glass (Schott SF57HTUltra) was identified

as favorable as it has stress birefrigence coefficient K = 0.07 GPa−1,9 which is ∼200 times

lower than Corning 7980 [160] while having similar thermal birefringence. The main disad-

vantage of the material is that it is not available in sizes larger than 16 cm × 16 cm. This

is insufficiently large for the new field plates, which must be much larger along x̂ and ŷ to

accommodate the longer spin precession region (100 cm) and further field plate separation

(6 cm) respectively. Thus, in the early stages of development, several different composite

field plate designs were explored, consisting of SF57HTUltra for the state preparation and

readout sections and ordinary glass would be used for the other sections. These designs

were found to have significant engineering challenges to ensure electric field homogeneity

and smooth transitions between sections.

Further simulations and experimental tests by Peiran Hu (University of Chicago) led to

the decision to use a single large piece of Corning 7980 as for the field plate (the same

material as ACME II). In order to reduce the mechanical stress birefringence, a new field

plate mounting system was designed where contact between the field plate and the mounting

frame is mediated by small spheres similar to ball bearings. As a result, the clamping force

is mostly normal to the surface of the plate instead of tangential, significantly reducing
8The absorption of the glass at the two wavelengths are about the same.
9Measured by Zhen Han using polarimetry at 703 nm.
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the mechanical stress birefringence [173]. Experiments with a prototype mounting system

designed based on this principle have shown that mechanical stress can be reduced to

∼0.01%/mm, which sufficiently fulfills ACME III requirements. The new field plates with

improved mounting are currently under construction.

Improved vacuum windows

A second source of polarization gradients is mechanical stress birefringence from the side

vacuum windows at the preparation and readout regions. The windows are designed to be

circular instead of square, due to evidence in the literature that circular symmetry reduces

stress birefringence [174, 175]. The relatively smaller size of the window (compared to the

field plates) made it possible to use the SF57HTUltra glass which has a much lower stress

birefringence coefficient. However, the lower fracture toughness (typical of glass with lead

oxide content [176]) presents the danger of cracking from the differential vacuum pressure.

Currently, experimental tests are being carried out at Okayama University to construct a

mounting design which includes metal bar supports to relieve the vacuum pressure. With

this design, it should be possible to reduce the mechanical stress birefringence from the

vacuum windows by two orders of magnitude, fulfilling the ACME III requirement.

Suppressing polarization gradient-related systematic errors using the G̃

switch

Another method to reduce systematic errors arising from polarization gradients is to rotate

the polarization of the preparation and readout lasers to match the birefringence axis of the

optical element. This was possible to do in ACME I as state preparation was done with laser

beams only propagating horizontally along ẑ (also known as the G̃ or global polarization

switch) [113], but not in ACME II where theX−C−H STIRAP was performed with vertical

laser beams, fixing the starting polarization of the molecules. To return this capability in

ACME III, the possibility of switching to performing STIRAP with horizontal laser beams
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was explored. This would require sending in the lasers through the field plates. It is not

practical for the existingX−C−H scheme as it requires a 10 W 1090 nm for the Stokes laser,

which would likely cause an unacceptable amount of thermal stress-induced birefringence.

Schemes using relatively strong transitions such as X − L−H and X − U −H [152] were

considered, but these involved sending in an ultraviolet laser which may damage the ITO

layer on the field plates. The most realistic possibility for performing horizontal STIRAP

is using the X − A − H scheme. To explore this possibility, the X − A (943 nm) and

H−A (1892 nm) transition dipole moments were carefully measured by performing optical

pumping on the X−A transition (Appendix B), resulting in the following measured values:

dA−X = (0.4± 0.1) D, (3.8)

dA−H = (0.8± 0.2) D,

which implies a STIRAP power requirement of about 290 mW at 943 nm and 140 mW at

1892 nm (§B.4). Both of these are attainable with commercial lasers and sufficiently low

for avoiding thermal stress-induced birefringence.

However, a general concern for STIRAP through the field plates is the possibility of

reflection off the ITO coating by the 1892 nm laser, resulting in near-resonance optical

pumping of the H-state. Besides degrading the amount of H-state population, this was

feared to cause spatial or velocity-dependent systematic errors. This concern led to the

theoretical exploration of other G̃-switch-capable preparation schemes involving horizontal

optical pumping (instead of STIRAP).

Overall, because of the cost for new lasers involved in any of these schemes (whether

STIRAP or optical pumping), it is likely that implementation of the G̃ switch will be

seriously pursued only if the other measures taken to suppress the polarization gradient-

related systematic errors described above are found to be insufficient.
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3.2.2 Magnetic fields

In ACME II, magnetic fields were correlated with several systematic error and excess noise.

Here we shall describe strategies for reducing these effects and their implementation in

ACME III.

Magnetic field gradient systematics

A systematic shift in the ωÑ Ẽ arises from two different mechanisms related to magnetic

gradients and non-reversing electric fields (§2.2.5). In both cases, a magnetic field gradient

such as ∂Bz/∂z creates a spin precession phase gradient ∂ω/∂z:

• In the first mechanism, ∂ω/∂z couples to a position-velocity gradient ∂z/∂vz which

results in a spatial gradient of detuning, ∂∆/∂z. The Enr → ∆Ñ Ẽ mechanism (§2.2.2)

then produces ∆Ñ Ẽ which couples with ∂∆/∂z to produce a systematic shift in ωÑ Ẽ .

This mechanism occurs in both the vertically propagated STIRAP (via ∂Bz/∂y) and

the horizontally propagated readout (via ∂Bz/∂z) lasers.

• In the second mechanism, ∂ω/∂z couples to an Ñ Ẽ-correlated state preparation effi-

ciency gradient produced by the STIRAP state preparation lasers in the presence of

a nonzero Enr gradient. The readout laser contributes similar effects, although the

STIRAP contribution is larger. An analogous mechanism exists for ∂Bz/∂y gradients

with both lasers.

For the ∂Bz/∂z-related shifts, we can express the contributions of these two mechanisms

in the two respective terms of the following equation:

ωÑ Ẽ
∂Bz/∂z = c1

∂Bz

∂z

∂z

∂vz
Enr + c2

∂Bz

∂z

1

η0

∂η

∂δ

∂Enr

∂z
, (3.9)

where δ is the STIRAP 2-photon detuning, η is the STIRAP efficiency (with η0 being its

value at δ = 0), and c1, c2 are constants determined by largely fixed experiment parameters
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such as the molecular beam size, transition dipole moments, and laser frequencies. The

first term comes from the STIRAP laser and the second term from the readout laser. (For

concision, we have omitted the readout laser contribution via the first mechanism which is

dependent on its detuning ∆.) An analogous equation can be written for ∂Bz/∂y.

In ACME II, cancellation of this shift was performed by tuning δ until the first term

cancelled the second in Eq. 3.9. The same procedure can performed in ACME III. We can

also examine the possibility of tuning other terms in the equation:

• Significant reduction of Enr and ∂Enr/∂z is not practical since the exact mechanisms

that lead to Enr in the field plates are not well-understood.10

• The use of a molecular lens (§3.1.2) will somewhat reduce position-velocity correla-

tions present in the second term, as seen in the molecule trajectories in figure 3.1.4.

• Since both terms couple to magnetic field gradients ∂Bz/∂z and ∂Bz/∂y, reducing

or at least keeping the same level of gradients would be the most straightforward

strategy to keep this systematic under control. The ACME II gradients were on the

level of several µG/cm after active cancellation by gradient coils.

Molecular beam velocity noise

It is known that excess noise may enter the EDM channel from the applied Bz magnetic

field coupling to the shot-to-shot molecular beam velocity fluctuations, resulting in noise in

the measurement of precession time τ (§2.2.8). In ACME II the ∼0.1% fractional change

in velocity between traces was enough to cause a noticeable effect. There are three possible

methods to suppress this noise:

1. Reduce the shot-to-shot longitudinal velocity fluctuations in the molecular beam,

2. improve the precesion of the τ measurement, or
10As an example, in ACME I and II, despite the different ITO thicknesses of 200 nm and 20 nm, the

magnitude of Enr was about the same, at the level of several mV/cm.
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3. decrease the magnitude of the magnetic field, which decreases the size of the Zeeman

phase ϕB̃ relative to the EDM phase ϕÑ Ẽ .

The most realistic way to accomplish method 1 would involve performing some sort of

velocity selection on the molecules in a shot (such as by timing the preparation and/or

detection lasers to only turn on at certain times relative to the ablation laser pulse, similar

to a slotted disk velocity selector [177, Chapter 3]). However, simulations show that such

a method would result in too much signal loss.

Method 2 was explored in ACME II by turning off the state preparation lasers for a

short moment after each ablation laser pulse to create a “notch” (gap) in the cloud of

molecules [148, §4.12]. The molecular beam velocity (and thus τ) could be measured in

every shot by locating the center of the notch in the trace showing the arrival times of

the molecules in the detection region. However, this method also causes some signal loss

around the notch area and is limited by velocity dispersion. Still, given the significantly

larger signal expected in ACME III, implementing this technique with multiple notches

might be beneficial, if not entirely solving the problem.

The most realistic method to reduce systematic error is method 3. In ACME II, this was

accomplished by taking most of the data at |Bz| = 1-2 mG. Accordingly, the ACME III

apparatus must reduce |Bz| by an order of magnitude to 100-200 µG in order to suppress

this noise below the target uncertainty.11 To prevent large local field fluctuations causing

systematic effects, this would also require reducing the background magnetic field from

100-300 µG in ACME II to ∼10 µG.

Magnetic field design in ACME III

Considering the aforementioned requirements regarding the magnetic fields, the target

background field in ACME III was set to ∼1 µG, a conservative target exceeding the
11The 5 times increase in τ does not affect the requirement to decrease |Bz| by a factor of 10. Increasing

τ affects ϕÑ Ẽ and ϕB̃ equally, but the excess noise primarily couples in only through ϕB̃. This is why in the
absence of excess noise, changing |Bz| by itself does not affect the uncertainty in the EDM channel ωÑ Ẽ .
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anticipated minimum requirement of ∼10 µG. This required a complete redesign and re-

building of the magnetic shielding to accommodate this goal and the longer interaction

region, which was led by the Northwestern University team. Integrated with the magnetic

shields is an expanded network of magnetometers to carefully measure and monitor the

field. A new set of magnetic field coils was developed taking into account the much longer

interaction region while aiming to be capable of applying magnetic fields (especially Bz)

with high homogeneity. As of the time of writing, the magnetic shields have been assem-

bled and are currently being characterized for optimum degaussing, multiple methods of

magnetometry have already been set up and tested, and the magnetic coils are being man-

ufactured. Lastly, magnetometry with the molecular beam via the magnetically sensitive

Q-state has also been experimentally tested, which will enable high-sensitivity measure-

ment of the magnetic field in exactly the same region as the spin precession. All these

magnetic field-related efforts are described in more detail in Chapter 7.

3.2.3 Contrast correlations

The final major systematic uncertainty comes from higher-order, Ñ Ẽ correlated terms in

the calculation of the contrast C. The two significant terms arise from a non-zero |C|Ñ ẼB

and |C|Ñ Ẽ coupling to ωB̃ and ωnr respectively (Eq. 2.28). In ACME II, the measured

∂ωÑ Ẽ/∂|C|Ñ ẼB was ∼6× larger than ∂ωÑ Ẽ/∂|C|Ñ Ẽ . There was no clear evidence of a phys-

ical mechanism to cause non-zero |C|Ñ ẼB and |C|Ñ Ẽ , and their average measured values

across the whole dataset were consistent with zero. One possibility is that their true values

are actually zero. In that case, in ACME III we would similarly obtain an average value of

|C|Ñ ẼB and |C|Ñ Ẽ which is consistent with zero with better statistical uncertainty. However,

if they are not zero, then we would have to investigate and attempt to reduce this noise

further.

A complementary strategy to guard against this possibility is to reduce ∂ωÑ Ẽ/∂|C|Ñ ẼB

and ∂ωÑ Ẽ/∂|C|Ñ Ẽ . The planned reduction of |Bz| by an order of magnitude will simi-
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larly reduce ωB̃ and thus ∂ωÑ Ẽ/∂|C|Ñ ẼB, which is the larger slope of the two. To reduce

∂ωÑ Ẽ/∂|C|Ñ Ẽ , we would have to reduce ωnr, the non-reversing angle between the state

preparation and readout bases. It may be possible to carefully monitor and tune this angle

using a half-waveplate, which was not done in ACME II. Alternately, it would also be ben-

eficial to investigate if it is possible to modify the standard data analysis routine (§2.1.10)

to be immune to contrast correlations entirely.

3.2.4 Summary

The next generation ACME III apparatus has been designed to suppress the two leading

sources of excess noise and systematic uncertainty: magnetic field gradients and polariza-

tion gradients. Some minor experimental tests of these features are still ongoing (such

as with the polarization gradients of the vacuum windows), but clear and realistic plans

exist to suppress all known sources of systematic uncertainty below the target statistical

uncertainty. No systematic uncertainty is expected to be a roadblock towards achieving

the projected order-of-magnitude improvement in EDM sensitivity.

3.3 General upgrades

In addition to the specific upgrades aimed to suppress statistical and systematic errors,

several other upgrades were implemented in the ACME III apparatus to improve its general

reliability and flexibility. In contrast to ACME I and II which were located at Harvard,

the ACME III experiment will be assembled and operate at Northwestern University. The

design and planning of the new apparatus had to take into account specific features of the

infrastructure and conditions of the new lab. The new setting also brought the opportunity

to rebuild and reoptimize all aspects of the apparatus based on previous experiences in

ACME I and II.
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3.3.1 Data acquisition and experimental control

In ACME II, traces recording detected photons from the molecules were acquired at 50 Hz

(following the frequency of the ablation laser). However, only averages of groups of consecu-

tive 25 traces were saved. Each averaged trace represented ∼500 ms of data, corresponding

to the period of the fastest switch, Ñ . The DAQ system had software and hardware limi-

tations which prevented long-term saving of all the raw traces. Thus, diagnosis of certain

noise sources (such as the timing noise) was difficult. In ACME III, the data acquisition

system has been improved to enable recording all 25 traces. This necessitated an upgrading

of the hardware and software of the data acquisition system to deal with the much greater

data throughput and storage. In addition, an online data flagging and analysis system has

been developed to aid in sorting through the mass of data. The existing ACME experi-

mental control software has also been integrated with the new system. Setup and testing

of the new DAQ system have been completed at Northwestern University. These upgrades

are described in Chapter 6.

3.3.2 Lasers

The ACME III experiment will require substantially more lasers than previous generations.

Three STIRAP operations will be performed along the beamline (X −C −Q, Q−C −X,

X−C−H), each requiring a pair of narrow linewidth lasers locked to high-finesse ultra low

expansion (ULE) cavities. In addition, two 690 nm lasers are required for rotational cooling,

one 703 nm laser for state refinement and readout, and a 746 nm (Q− I) laser for the Q-

state magnetometry. Many of these lasers also include separate optical amplifier modules.

To maintain a high experimental duty cycle, higher laser reliability is needed so that less

time is spent adjusting and relocking lasers. In ACME III, all homemade external cavity

diode lasers (ECDLs) have now been replaced with more reliable commercial ECDLs,12

12Mostly Toptica DL Pro or TA Pro systems. The 703 nm is an MSquared SolsTiS 4000.
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virtually all of which are locked to ULE cavities using Toptica DigiLock modules. This

ensures that these lasers have a linewidth no more than a few tens of Hz and decreases

the need to perform frequent Doppler scans to locate the center of the transition. The

YAG laser for ablation has also been replaced with a Litron Nano L 90-100 which has a

much smaller footprint compared to its ACME II predecessor and does not require an open

loop cooling system. The 10 W Nufern fiber amplifier for the 1090 nm STIRAP will be

replaced by a newer 20 W Precilaser fiber amplifier, which may slightly improve saturation

and increase the ∼75% STIRAP transfer efficiency in ACME II [140, Fig. 3c].

To lock the lasers, there are three ULE cavities housed in temperature-controlled vacuum

chambers. One is a new system from Stable Laser Systems (dedicated to locking the

electrostatic lens STIRAP lasers), whereas the other two are carried over from ACME II

but have been rebuilt and rejuvenated after they were moved from Harvard to Northwestern.

All the Toptica lasers are now housed in two Toptica T-racks. These enclosed laser rack

systems improve thermal management, vibration isolation, and cable management while

saving optical table space. Finally, a completely new comprehensive laser safety system

(including many interlocks and shutters) has been built to accommodate the operating

requirements at Northwestern. Besides myself, substantial contributions to efforts to move

and upgrade the laser systems at NU have been made by Cole Meisenhelder, Xing Wu, and

Collin Diver.

3.3.3 Beam source

In tandem with the development of the ablation target load lock system (§3.1.4), a new

cryogenic buffer gas beam source has been constructed for ACME III. The basic design

and dimensions remain the same, with a few improvements, such as 1) using oxygen-free

high thermal conductivity (OFHC) copper instead of aluminum for the thermal radiation

shields, improving their temperature distribution, 2) making the shields 50% thinner to

reduce their thermal mass, and 3) gold-plating the outermost shield, reducing radiation

103



heat load from the outside. This project was conducted by Zhen Han and Zack Lasner.

The new beam box was constructed and tested at Harvard with a ytterbium atomic beam

before being recently moved to the final experiment site at Northwestern.

3.4 Conclusion

In conclusion, the ACME III campaign has so far demonstrated a realistic path towards

an order of magnitude improved measurement of the electron compared to ACME II. Sev-

eral statistical improvements have been experimentally demonstrated, with the principal

improvements coming from increased spin precession time, electrostatic lens, and improved

photon detection. The apparatus has been designed to suppress all known sources of ex-

cess noise and systematic uncertainties well below the projected statistical uncertainty, as

well as with improvements to enhance reliability and experimental flexibility (such as the

upgraded data acquisition system). Ongoing projects at the time of writing include the

design and construction of the low-birefringence vacuum windows, characterization of the

magnetic shield degaussing, and the construction of the field plates and magnetic coils.

The next major phase of the experiment is to assemble all the components together and

perform a spin precession measurement to demonstrate the projected statistical uncertainty

including all the improvements (Table 3.1.1). At this point, the experiment would be ready

for systematic error investigations before taking the final dataset.
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4
Measurement of the H 3∆1 Radiative

Lifetime in ThO

This chapter describes the H 3∆1 lifetime measurement which found its value to be several

times longer than the ACME II precession time, τ = 1 ms [166]. The measurement showed

that we could obtain a significant gain in EDM statistical sensitivity by increasing τ in

ACME III, as discussed in §3.1.1.

Some material in this section has been adapted from a prior publication [166].
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4.1 Preliminary Measurements

Previous measurements of the H-state lifetime were performed in a cryogenic gas cell of

ThO [69, 135, 178], where the buffer gas in the cell could quench the molecules to the

H-state faster than the natural radiative lifetime, requiring the fitting of two exponential

decays. Thus, the measurement in Ref. [69] was reported as a lower limit, τH ≥ 1.8 ms.

This was adequate for ACME I and II, as the apparatus was designed for τ = 1 ms. No

measurements had been done in a molecular beam where collisions are not an issue and

better approximates the actual ACME beamline.

In February 2019, two preliminary molecular beam measurements of τH were performed

using existing beamlines. Cristian Panda, Xing Wu, and Cole Meisenhelder contributed

to these measurements. In these experiments, molecules are excited to the H-state at one

of two different regions along a beamline and the amount of remaining population was

detected in a detection region downstream. From comparing the signal obtained when

exciting with the closer vs. further excitation regions, one could extract the lifetime.

The first measurement was performed in the ACME II apparatus (Beam Box I) with two

pairs of excitation regions spaced 3 cm and 99 cm apart, while the second was performed

in the Beam Box II apparatus with a single pair spaced 33 cm apart. These measurements

found 4.3 < τH < 7.0 ms. The large range of values reflected the fact that these setups were

not originally designed for these measurements. However, they strongly suggested that τH

is several times longer than 1 ms. If this were true, it would provide a path to significantly

improving the statistical sensitivity of the next generation ACME apparatus by increasing

the precession time by a similar factor. It would also have massive practical implications,

as designing and building a five times longer spin precession region is much more difficult.
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4.2 Main Measurement Method

4.2.1 Overview

Spurred by these interesting results, a dedicated apparatus for the H-state lifetime mea-

surement was constructed (Fig. 4.2.1). I was the main researcher who led, carried out, and

analyzed data in the experiments. In addition, Cole Meisenhelder also made significant

contributions in constructing and maintaining the experimental setup. The apparatus con-

sists of a ThO buffer gas beam source connected to a beamline with parallel electric field

plates running across its entire length, allowing full polarization of the molecules through-

out their entire journey. A laser is shone on the molecules at one of five regions along the

beamline (termed excitation regions) to excite it to the H-state. After being transferred

to the H-state, the molecules fly through the beamline until they reach a detection region

at the end, where another laser is used to probe the remaining amount of molecules us-

ing laser-induced fluorescence (LIF). The measurement is repeated many times, each time

switching the location along the beamline where the excitation laser is shone. The fluores-

cence signals obtained by exciting the molecules at different points along the beamline are

then plotted and fit to an exponential function to determine the H-state radiative lifetime.

4.2.2 Buffer gas beam source

The ACME “Beam Box II” beam source was used as the cryogenic buffer gas beam source.1

A Litron Nano L 90-100 laser is used to ablate the ThO2 target, producing pulses of ThO

molecules as in the main ACME experiment [138]. During the course of the measurement, a

target change was performed, resulting in two datasets taken before and after the change.2

The mean longitudinal velocity of the beam was 210 m/s and 250 m/s before and after the
1This beam source was converted from the former thermochemical beam source developed by Elizabeth

West [147] into an ablation beam source used for ACME III development.
2The two datasets were also taken before and after the COVID pandemic-related shutdown in summer

2020, after which many components of the experimental setup had to be rebuilt.
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Figure 4.2.1: Schematic of experimental setup used to probe the H state
lifetime. Molecules are excited to the H-state at one of the five excitation regions
and the remaining population is probed at the detection region. Figure reproduced
from Ref. [166].

target change. This change in velocity for a new target and an aging buffer gas cell was

also observed during the ACME II experiment.

After being produced from laser ablation, the molecules are mostly in their ground elec-

tronic (X) and lowest vibrational states, with a rotational temperature of ∼4 K. A laser

tuned to the 690 nm X −C transition produces an optical absorption signal just after the

buffer gas cell which is used as part of the determination of the molecular velocity. About

48 cm downstream from the cell aperture (which has a diameter of 5 mm), 6 mm horizontal

and 3 mm vertical collimators control the size and distribution of transverse velocities in

the molecular beam, giving a 1σ Doppler width of 6 ± 1 MHz along the y-axis for a laser

wavelength of 943 nm. The molecular pulses are ∼0.5 ms in duration as they leave the

source but expand to ≈2 ms by the time they arrive at a detection region that is 1.78 m

away.

As is typical of the ACME beam source (§2.1.1), the molecular pulse intensity typically

varies by 10-15% from pulse to pulse. This signal also slowly decays, dropping by as much

as 50% after 5-15 minutes. We revive the signal by moving the ablation laser to a different

location on the ThO2 target [113]. To suppress the effect of these changes, normalization
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was required (§4.2.5).

4.2.3 Beamline and excitation regions

The molecules then fly into the beamline, where a pair of ∼1.3 m long parallel plates pro-

duces a ∼38 V/cm electric field that is vertical along ẑ, perpendicular to the molecular

beam direction x̂ (Fig. 4.2.1).3 Within this field, at one of five nominally-identical excita-

tion regions (labeled E1-E5 in Fig. 4.2.1), an excitation laser transfers molecules into the

metastable H state which is fully polarized within the applied electric field [69]. The five

excitation regions are located at distances from the detection region Li, measured from

the center of the beam volume occupied by multiple passes of the excitation lasers (Table

4.2.1).

No. Distance to detection
region Li (cm)

E1 18.0± 1.0
E2 43.5± 1.0
E3 65.0± 1.0
E4 87.0± 1.0
E5 121.5± 1.0

Table 4.2.1: Distances between the excitation regions (E#) and the detection re-
gion.

The 943 nm excitation laser is linearly polarized along ẑ and excites the transition

|X, J = 0⟩ → |A, J = 1⟩. About 30% of the molecules spontaneously decay to an inco-

herent mixture of M and N states within the |H, J = 1⟩ manifold (Fig. 4.2.2a) [151]. (This

state preparation method is identical to the method used in the ACME I experiment [96].)

The molecules freely propagate down the beamline while undergoing radiative decay from

the metastable H state to the stable ground state X. The number of H state molecules

reaching the detection region decreases exponentially as e−t/τH with lifetime τH , where t is
3The mounting structure for the field plates were primarily designed and built by Cole Meisenhelder.
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Figure 4.2.2: a) Optical pumping excitation of the H-state in an electric field.
b) Detection of fluorescence after a second excitation. Figure reproduced from
Ref. [166].

the time between excitation and detection. This remaining population is probed by opti-

cally pumping the |H, J = 1⟩ → |I, J = 1⟩ transition using a 703 nm probe laser, linearly

polarized along x̂ (Fig. 4.2.2b). The I-state is short-lived [152] and rapidly decays back

to the ground state, producing 512 nm photons which are detected using a photomulti-

plier. The intensities are normalized to that observed for excitation at E1 and fit to an

exponential decay curve to obtain τH .

4.2.4 Lasers

The excitation laser4 is locked to an iodine-clock-stabilized laser using a slow scanning cav-

ity transfer lock, resulting in a laser linewidth (FWHM) of ∼2 MHz. Software-controlled

acousto-optic modulators (AOMs) coupled to optical fibers enable rapid switching of the

optical path of the laser between different excitation regions. Each excitation region con-

tains 65 mW (±10%) of laser power that is quadruple-passed through the molecular beam

using a pair of prisms to improve saturation of the optical pumping, resulting in ∼230

mW of total circulating power (after accounting for transmission losses from the vacuum
4Toptica DL Pro with Roithner RLT0940-300GS diode followed by a Toptica BoosTA tapered amplifier.

This laser was previously used as the state preparation laser in the ACME I experiment.
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windows). For the second dataset, replacement of an optical isolator for the excitation

laser and aging of the TA resulted in a loss of ∼20% laser power compared to the first

dataset. The laser is linearly polarized along the z-axis and propagates along the y-axis

(see Fig. 4.2.1). Each excitation region also contains an independent set of optics to expand

the laser beam to a 1/e2 height and width of ∼1 cm and ∼0.1 cm respectively. This height

was selected based on the measured height of the molecular beam at each excitation region

of ≲ 0.8 cm. Ensuring that we address all of the molecules reduces the complicating effects

of molecular beam divergence.

The probe laser5 is locked to a second, stabilized low-powered diode laser6 using a delay

line transfer lock scheme [148, 179]. The second laser is stabilized to a high-finesse optical

cavity using a Pound-Drever-Hall locking scheme [180]. This results in the probe laser

having a linewidth of ∼20 kHz. The first dataset was taken with a laser power of 160 mW,

and the second dataset with 240 mW. At the detection region, the probe laser beam is

expanded to the same size as the excitation laser and linearly polarized along the x-axis.

4.2.5 Data acquisition and analysis

Absorption and fluorescence data is acquired using an oscilloscope7 sampling at 50,000

samples/s and 800 samples/record, resulting in records of length 16 ms. A digital pulse

generator8 is used for triggering data acquisition, with the trigger set such that the molec-

ular pulse signal is centered within the trace.9 In the first dataset, fluorescence from 64

consecutive molecular pulses was averaged into one trace. In the second dataset, 32 pulses

were averaged to enable quicker change and optimization of the laser ablation spots on the

ThO2 target.10 For each trace, we subtract a background by sampling the first 3 ms and
5M Squared SolsTiS TiSapph, the same probe laser as used in the ACME II experiment
6703 nm Toptica DL Pro
7NI PXI-5922.
8SRS DG645.
9The trigger timing is adjusted between the first and second datasets to account for the different average

molecular velocities.
10We verified that the number of records per trace did not affect the measured lifetime value.
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last 4 ms and integrate the molecular pulse signal by sampling the region from 3 to 12 ms.

This subtracts out background from electronic offsets and non-molecular photon scatter.

To suppress noise from signal fluctuations from the molecular beam source (as mentioned

in §4.2.2), we use the large signal acquired from excitation at E1 for normalization. Other

normalization schemes were tried (such as using the X − C absorption signal), but they

were less successful in suppressing noise. Thus, we switch between acquiring E1 data and

one of E2-5 every 7-9 seconds, resulting in two groups of several traces, from which we

calculate the relative intensity Ii/I1. Figure 4.2.3 is a semilog plot of the observed relative

intensities at the excitation regions i = 2, ..., 5. The ablation target used to produce the

ThO molecules was changed between the first (orange points) and second (blue points)

datasets.

The measured relative intensities are fit to

Ii
I1

= exp

(
−Li − L1

v τH

)
(4.1)

to obtain the best fit straight line shown on the semilog plot. The measured Li are in Table

4.2.1. The molecular beam velocity v is measured by subtracting the arrival times of the

center of mass of the fluorescence trace at the detection region and the optical absorption

trace from the 690 nm laser placed just after the ablation cell (as shown in Fig. 4.3.1).

The statistical uncertainty in τH from the fit (0.02 ms) is computed using standard error

estimation procedures from maximum likelihood estimation [181]. A computation using

bootstrapped datasets [156] yields the same value. As is obvious from Fig. 4.2.3, and a re-

duced χ2 = 4.4, the statistical uncertainty is small compared to other sources of uncertainty

that are discussed in the next section.
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Figure 4.2.3: Semilog plot of the intensity ratios as a function of transit time
between the excitation regions and fluorescence detector, with a fit to Eq. 4.1. The
colors indicate two datasets taken at widely separated times, before (orange) and
after (blue) an ablation target change that resulted in a change in ThO velocity.
Uncertainty in the transit times arising from uncertainty in the positions of the
excitation regions are addressed in §4.3. Note that adjacent data points have been
consolidated in the plot for clarity. Figure reproduced from Ref. [166].
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4.3 Uncertainty Analysis

4.3.1 Excitation Efficiencies

The largest of the systematic uncertainties comes from possible variations in excitation

efficiencies at the excitation regions, given that Eq. 4.1 assumes an equal number of H-state

molecules leave each excitation region. In practice, there could be variations between the

excitation regions due to velocity dispersion, differences in laser illumination and saturation,

or misalignments. Fluctuations from one excitation region to the next can be represented

as a set of excitation efficiencies ηi that are slightly different for each excitation region.

Such an effect could plausibly explain why datapoints from the same excitation region tend

to cluster together above or below the fitted line in Fig. 4.2.3.

To estimate the spread of excitation efficiencies, the detected signal as a function of laser

power P at excitation point i is fit to S = Smax[1− exp(−P/Ps)] to extract the saturation

power Ps and the extrapolated maximum signal Smax. The efficiency is ηi = S/Smax for

the laser power P used for the lifetime measurement. We obtain a spread in excitation

efficiencies of up to 7% from the measured values and their uncertainties.

To determine the effect of this variation in excitation efficiency on the uncertainty of

τH , the data is fit for each of a large set of efficiencies selected randomly from a Gaussian

distribution with a 7% standard deviation. In effect, this simulates a range of scenarios

including when the excitation efficiencies happen to be all skewed in one direction. The

distribution of the resulting τH values has a standard deviation of 0.4 ms. This value is

used as the estimated systematic uncertainty from differing excitation efficiencies at the

excitation regions.

4.3.2 Background H-state population

A smaller contribution that only slightly increases the lifetime uncertainty comes from a

possible background of H-state molecules in the signal region of the trace. This is distinct
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from the background subtracted during data analysis (§4.2.5) which is sampled from the

region before and after the signal within the trace. Such a background of molecules in

the H-state could possibly come from population which is initially excited to short-lived,

higher-lying electronic states by laser ablation and subsequently decay down to H. A

similar effect was previously observed in the gas cell lifetime measurements [69]. Detuning

the excitation laser far from resonance established that the background is below 3% of I1,

which corresponds to a 0.2 ms uncertainty. A more recent experimental study suggested

that this background is actually smaller than 1%. However, since this study was conducted

with a different beam source and beamline setup, we decided to use the conservative larger

value of the background in the error budget.

4.3.3 Laser position

To get substantial (>90%) laser saturation, the laser beams cross the molecular beam four

times at each excitation region. The resulting width of each interaction region makes it

possible to localize the distance between the excitation regions and the detection region

to about 1 cm. To estimate the resulting uncertainty in τH , the data is fit to fitting

functions like Eq. 4.1 but with Li − L1 in each case offset by a value from a Gaussian

distribution that is ±
√
2 cm wide on average. From this we learn that the 1 cm uncertainty

most likely contributes an uncertainty of ±0.04 ms in uncertainty to τH , which can be

neglected compared to the other uncertainties. The key here is that the 1 cm uncertainty is

fractionally small compared to the longer Li−L1 values corresponding to excitation regions

which are given more weight in the fit.

4.3.4 Velocity determination

The final source of uncertainty is from the determination of the molecular beam velocity v.

This is deduced from the time that elapses between when an absorption signal is observed

just after the buffer gas cell and the fluorescence signal is observed at a distance 178±1 cm
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away (Fig. 4.3.1). The uncertainty in τH from this uncertainty in the spacing is negligibly

small for this large separation. A bigger contribution arises because dispersion in buffer

gas cell exit times and velocities give rise to a spread of arrival times. The difference of the

average arrival times (solid lines in Fig. 4.3.1) for each distribution is used to compute the

velocity. The 0.1 ms difference of the peak (dashed lines in Fig. 4.3.1) and average arrival

times of each distribution when applied to the dataset results in a 0.05 ms uncertainty in

τH from the velocity determination.

Figure 4.3.1: Average absorption near the molecule source (blue, left) and fluores-
cence in the detection region (orange, right) traces show the transit time and the
longitudinal velocity dispersion of the molecular pulses. The peak time (dotted)
and average time (solid) differ slightly. The displayed traces are averaged from
the entire second dataset. The height of the absorption signal has been inverted
and re-scaled so it can be compared to the detected fluorescence signal. Figure
reproduced from Ref. [166].

4.3.5 Summary

The sources of uncertainties in the measurement are summarized in Table 4.3.1. Assum-

ing these uncertainties are uncorrelated, they together produce the 0.5 ms uncertainty in
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Eq. 4.2.

Source of uncertainty Uncertainty (ms)
Fitting uncertainty 0.02
Excitation laser saturation 0.4
Background uncertainty 0.2
Excitation laser position 0.04
Velocity determination 0.05
Total uncertainty (1σ) 0.5

Table 4.3.1: Systematic and statistical uncertainties in the lifetime measurement.

4.4 Results and conclusion

The best fit result for the measured H state lifetime is

τH = 4.2± 0.5 ms. (4.2)

The uncertainty stated is a one standard deviation combined statistical and systematic

uncertainty. As discussed in the last section, the systematic uncertainties dominate.

We performed three main tests to check the robustness of the result and its uncertainty.

First, we analyzed the two datasets (orange and blue in Fig. 4.2.3) separately, given that

they have average molecular velocities that differ by about 20%, as is clearly evident in Fig.

4.2.3. This gives τH = 4.1 and 4.4 ms for the first and second datasets respectively. Second,

we excluded data from one excitation region and refit the remaining data, performing this

procedure for each of E2-5. Third, we refit the data while relaxing the requirement that

Ii/I1 = 1 at (Li − L1)/v = 0 (see Eq. 4.1), using the equation

Ii
I1

= A exp

(
−Li − L1

v τH

)
, (4.3)

where both A and τH are fit parameters. During all these tests, the individual uncertainties
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in Tab. 4.3.1 did not vary by more than 0.1 ms, and the quadrature sum of the uncertain-

ties remained unchanged. All the tests give results for τH that are consistent within the

uncertainty in Eq. 4.2.

The result and uncertainty in this measurement of τH was enough to inform the design

of the ACME III interaction region. However, if one were interested to further reduce the

uncertainty, the best strategy would likely be to build a single movable optical setup for the

excitation laser which is mounted on a rail running along the length of the beamline. This

would significantly reduce the primary source of uncertainty, which arises from different

excitation efficiencies caused by small differences in laser alignment and beam properties.

Second, significantly increasing the intensity of the excitation laser would improve sat-

uration and further reduce this effect. Finally, one could set up a second fluorescence

detection region upstream to probe the magnitude of the signal (for example by using the

X − C transition) while taking data regularly, removing the need to use the E1 signal for

normalization.
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5
Detection improvements

In this chapter we discuss the improved photon detection for ACME III, consisting of

improved collection optics and replacement of the conventional photomultiplier tube (PMT)

detectors with silicon photomultiplier (SiPM) detectors. I was the lead researcher for the

collection optics project. I also assisted the Okayama team towards the SiPM detector

project and collaborated with Cole Meisenhelder, Takahiko Masuda, and Ayami Hiramoto

on the mounting and integration of all components of the photon detection system.
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5.1 Fluorescence collection

5.1.1 Collection optics in ACME II

In order to understand the development efforts in ACME III, we shall first describe the

fluorescence collection optics previously used in the experiment. The ACME II collection

optics consists of two sets of four lens doublets placed on two sides of the molecular beam

(ẑ) right behind the field plates (Fig. 5.1.1). The readout laser beam is sent along ẑ to the

molecular beam through a diamond-shaped opening in the center.

(a) (b)

Figure 5.1.1: ACME II collection optics. a) Front view, showing the four lens
doublets on each side of the experiment. b) View of the optics in the interaction
region, showing the curved lightpipes which then exit the vacuum chamber through
the front and back of the apparatus. Figure reproduced from Fig. 3.3.1 in Ref. [148].

The lens doublets are mounted with a diagonal orientation (41◦ from vertical) to point at

the molecular light source. Each doublet consists of two plano-convex aspheric lenses with

diameters 75 mm and 50 mm,1 mounted using standard Thorlabs lens tubes and optics

adapters (Fig. 5.1.5a). We shall term the two lenses the large lens and small lens respec-
1CVI LAG-75.0-50.0-C-SLMF-400-700 and LAG-50.0-35.0-C-SLMF-400-700.
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tively. The lenses were originally chosen because they are among the largest commercially

available aspheric lenses [83, §C.1].2

Light from each of the lens doublets is collected with a fused silica lightpipe (16 mm

diameter) connected to a detector. The lightpipes are curved to align the straight end

along x̂, allowing them to be routed through magnetic shield endcaps on the front and back,

where the detectors are mounted. The combined collection efficiency is about ∼20% [148,

§3.3.1].

5.1.2 Design motivations and constraints

The design of the ACME III collection optics is influenced by several motivations and

constraints. One of the primary motivations is to adapt to the increase in the field plate

(FP) distance dFP from 4.5 cm to 6 cm. This increase allows the electrostatic lens to

focus more molecules without having any hitting the field plates (§3.1.2), but requires a

commensurate increase in the solid angle subtended by the collection optics. The wider dFP

also means the molecules are further away from the collection optics (≈ 8 cm in ACME III

versus ≈ 5 cm in ACME II). These factors motivated the increased size of the collectors.

Second, the size of the vacuum chamber poses some spatial constraints. The width of

the chamber has been fixed to 21” (533 mm) for various practical reasons, which restricts

the maximum size of the collectors. Moreover, because of a lack of space to insert curved

lightpipes as in ACME II, the decision was made to have straight lightpipes coming out

diagonally from the chamber (Fig. 5.1.2). Appropriately placed holes have been cut on the

magnetic shield layers following the diagonal path of the lightpipes.

Third, the straight lightpipes lead to some constraints on the angle of the lens mounts. In

order to ensure that they all emerged on the sides (rather than the back) of the outermost

magnetic shields, the angle is fixed to 45◦, as seen in figure 5.1.2.
2The collection optics in ACME I were essentially the same except that it used less efficient fiber bundles

instead of lightpipes.
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Figure 5.1.2: Design of ACME III collection optics with lightpipes. Shown
are four lens doublets in custom mounts with straight lightpipes exiting the cham-
ber diagonally. The lightpipes consist of a short (transparent) and long (magenta)
segments as described in Section 5.3. (Part of one lens doublet mount has been
partially cut without affecting the lenses inside to accommodate a vertical magne-
tometer pocket.)
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Next, the readout laser beam needs to enter and exit the vacuum chamber at the center

of the molecular source. It has typical 4σ dimensions of ∼3 mm (along x̂) and ∼31 mm

(along ŷ). This rules out any collection optic design that completely obstructs this optical

access along ±ẑ.

These constraints contributed towards deciding the basic design of the new collection

optics. Alternative designs were considered, such as using elliptical reflectors, compound

parabolic concentrators [83, §C.4], or adding collectors above and below the molecular

light source. However, these designs were eventually found to be either unfeasible or add

significant complexity without a commensurate increase in light collection efficiency. Thus,

we settled on using the same basic optics design as ACME I and II, but with larger and

more optimized choices of lenses, lightpipes, and their mounting. Since the previous design

already used lenses which are among the largest available commercially, these new lenses

must be custom manufactured.

5.1.3 Design process

The optics design process consisted of several stages. LightTools ray tracing software is

used to calculate the predicted collection efficiency.3 The simulations impose an anisotropic

angular fluorescence distribution of the molecular source, reflecting the two possible distri-

butions expected from the I −X decay which depends on different parity states of I. For

P̃ = +1 and P̃ = −1 these two distributions are linearly dependent on cos2 θ and sin2 θ

respectively [133].

In the first stage, the ACME II collection optics setup is carefully reproduced in the

simulation to serve as an accurate comparison. The aspheric lenses are modeled after the

manufacture specifications [182]. A rotationally symmetric aspheric surface is typically

specified by the expression [183]
3MATLAB scripts were integrated with LightTools to allow automated, rapid parameter scans.
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Z =
r2

R

(
1 +

√
1− (1 + k) r2

R2

) + Ar4 +Br6 + Cr8 +Dr10, (5.1)

where Z is the surface sag, k is the conic constant, R is the radius of curvature, r is the

radius of the surface measured from the optical axis, and A, B, C, D are higher-order

coefficients. For a plano-convex lens, the distance from the edge of the convex side to

the base of the plane side is called the thickness. The values of these parameters for the

ACME II large and small lens can be found in Table 5.1.1. (Note that all the higher-order

coefficients are zero, and k = −1 for a parabolic surface.)

The lightpipe is modeled as cylindrical with diameter of 16 mm. The material of all

optics is assumed to be BK7 (index of refraction n = 1.52). The molecular light source is

modeled as a uniform, cuboid, distribution of photons with dimensions 3 mm × 28 mm ×

28 mm.

For the decays from P̃ = ±1, these simulations found light collection efficiencies ϵ of

ϵcos2 θ = 0.29 (5.2)

ϵsin2 θ = 0.19, (5.3)

which are reasonably close to the ϵ = 20% measured in ACME II [148, §3.3.1]. The relative

size of ϵcos2 θ to ϵsin2 θ remains the same for many different configurations, so we use only

the smaller value of ϵsin2 θ = ϵ for comparison throughout the rest of this section. We shall

also denote the gain in ϵ relative to ACME II as Gϵ.

We then model the expected molecular light source in ACME III. Based on numerical

simulations with the electrostatic lens (§3.1.2), this results in a Gaussian (rather than

uniform) distribution of molecules along ŷ and ẑ with σ ≈ 7 mm. The width along x̂ is

determined by the readout laser width. Thus, we use a light source of the same dimensions

(3 mm × 28 mm × 28 mm) imprinted with a σ = 7 mm Gaussian intensity distribution
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(convolved with the aforementioned anisotropic distribution to reflect the angular distri-

bution from the I −X decays). The position and distances of the collection optics assume

dfp = 6 cm and an FP thickness of 0.5”.4

Figure 5.1.3: Preliminary explorations of enlarging collection optics. Plot
of Gϵ versus collector size enlargement factor and angle, obtained from LightTools
simulations. The diameter and distances of the lenses are proportionally increased
by a collector size factor while keeping the lightpipe diameter fixed at dLP = 24
mm. The enlarged collectors are also proportionally moved away from the center
to avoid conflicts.

Next, we perform a preliminary exploration of the possible Gϵ while increasing the overall

size of the collectors. As the four lens doublets on each side are larger, their angle and

position must be adjusted to avoid colliding with each other, the readout laser beam, or

the field plates while still pointing at the molecular source. This results in plots such as

in figure 5.1.3. We found that the optimum Gϵ results from enlarging the collectors by no

more than a factor of ∼1.8, equivalent to having a large lens diameter dlarge = 135 mm.
4During this stage, we had not yet decided to set dfp = 6 cm or 7.5 cm, so the simulations were done
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LP diameter (mm)

G
ϵ

Figure 5.1.4: Varying lightpipe diameter with a detector. Gϵ versus dLP
recorded at lightpipe (dashed lines) and SiPM placed 1 cm away (solid lines). Plots
are shown for 1.8× enlarged optics (red upper pair of lines) and original ACME
II optics (blue lower pair of lines). For simulations with SiPM, the gain decreases
at larger LP diameter due to the wider range of collection angles emitted from the
LP, some of which are not captured by the detector.
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We subsequently perform more fine-tuned optimizations, including on the thickness, cur-

vature, distances, and relative diameters of the two lenses, incorporating the aforementioned

constraints (§5.1.2). We find that some additional gains could be made by optimizing the

lens doublet mounts. We also incorporate the SiPM detectors (§5.2), which are modeled

as a square 24 mm × 24 mm detector placed 1 cm away from the lightpipe. The distance

arises from the thickness of the various filters placed before the SiPM. This constrained the

diameter of the lightpipe dLP : a larger diameter captures more rays from the lenses, but

this is offset by the larger angular spread on the output (Fig. 5.1.4). Eventually, we set

dLP = 20 mm.

Finally, assuming dlarge = 135 mm and dLP = 20 mm, a multivariable algorithmic

optimization is performed incorporating all variables: large lens curvature and thickness;

small lens diameter, curvature, thickness, and position; and light pipe distance. This

results in the final design shown in Fig. 5.1.5b, with the aspheric lens dimensions shown in

Table 5.1.1. The figure also shows the custom lens mount designed for the lens doublet and

the lightpipes. The simulation predicts this configuration to result in Gϵ = 1.6 for dfp = 6

cm.5

Large lens Small lens
Quantity ACME II ACME III ACME II ACME III
Diameter (mm) 75 135 50 106
Radius of curvature (mm) 26 54 18 32
Focal length (mm) 50 104 35 62
Thickness (mm) 29 47 21 45

Table 5.1.1: ACME II and III aspheric plano-convex lens properties. See
Eq. 5.1 and explanation in text for reference. All units are in mm. Shown are
the lens diameter d = 2r, radius of curvature R, focal length f = R/(n − 1), and
thickness. The conic constant k is set to −1, and the higher-order coefficients are
all zero.

with the aim of producing a configuration that works reasonably well for both.
5The design and configuration was actually optimized for dfp = 7.5 cm (obtaining Gϵ = 1.5) while

ensuring that it still had reasonable performance at 6 cm because at the time we had not definitively
decided on the value of dFP . It is possible that Gϵ could be increased by another 10-20% if the design was
reoptimized for 6 cm.
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This gain can be compared to an estimate of the gain in the solid angle Ω subtended by

the new collection optics. The new collectors are roughly 1.8× larger than before, but the

molecular light source is ∼1.6× further away due to the increased dFP . Since Ω = A/r2, the

solid angle in ACME III is ∼1.3× larger. This is slightly lower than the simulation Gϵ = 1.6

likely because it does not account for the optimization in the relative sizes, curvatures, and

positions of the lenses.

5.1.4 Manufacturing and testing

The lenses have been custom manufactured from BK-7 glass by Asphera, including AR

coating optimized for 512 nm.6 Simulations showed that a tolerance of 0.5 mm on the

diameters was sufficient. The mounts for the lenses were custom made by the Harvard

Scientific Instrument Shop, including custom threads and retaining rings for both lenses.

In October 2021, an experimental test was performed at Harvard comparing the new

optics with the old ACME II optics (Fig. 5.1.6), in conjunction with Okayama University

tests of the SiPM detectors. A fiber with light from a 512 nm laser is inserted into a Delrin

ball to serve as a mock molecular light source. A detector is placed after the lightpipe.

The test found Gϵ = 1.7, which is close to the predicted gain. Changing the distance of the

lightpipe to the lens by several mm did not change this result by more than 10%, which

means that small misalignments in inserting the lightpipes will likely not be a major issue.

Using measurements of the ACME II collection efficiency as a baseline, ACME III has an

expected collection efficiency of ∼30%. A more complete test is expected to be performed

once all the optics are assembled in their final configuration in the experiment vacuum

chamber.

6The total cost was about $20, 000 for 10 pairs of large and small lenses.
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Figure 5.1.5: Scaled comparison of collection optics used in ACME II and
III. All units are in mm. a) Lens doublet used in ACME I and II, consisting of
two commercial aspheric lenses mounted in standard Thorlabs parts. ACME II
used a lightpipe to collect the photons and transfer them to the PMTs outside the
vacuum chamber [148]. Adapted from Fig. C.2 in Ref. [83]. b) ACME III larger
lens doublet and lightpipe in a custom mount, obtained after the design process
described in Section 5.1.3.
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ACME III collector
Detector

ACME II collector Delrin ball light source

Figure 5.1.6: Setup used for experimental test of the new collection optics. Photo
taken by Ayami Hiramoto.

5.2 Silicon photomultipliers

After the photons from the molecules are captured by the lens doublets and collected into

the lightpipes, they are picked up by detectors placed just outside the interaction region. In

ACME II, a conventional photomultiplier tube (PMT) detector (Hamamatsu R7600U-300)

was used for each of the eight lightpipes and mounted on the endcaps of the experiment.

These PMTs have a quantum efficiency of ≈ 25% at 512 nm and an effective detection area

of 18 mm × 18 mm [184].

Silicon photomultipliers (SiPMs) are a viable alternative to replace PMTs. They consist

of an array of small silicon avalanche photo detectors (APDs) operating in Geiger mode,

commonly called microcells or pixels [185]. While in operation, a bias voltage is applied

to the SiPM. When a photon impinges on a pixel, it triggers an internal avalanche of

photoelectrons that results in a large current. SiPMs have the advantage of having better

quantum efficiency than PMTs. However, one major disadvantage is a high dark count

rate (DCR), which is typically ∼ 3 × 107 cps per detector [186]. In contrast, the DCR
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of a PMT is typically several orders of magnitude lower [184]. In ACME II, the signal

per detector was ∼ 4× 107 cps, which meant using SiPMs operating at room temperature

would have been too noisy. In ACME III, the signal is projected to be larger by over an

order of magnitude. Thus, the DCR requirement is less stringent.

The common method to suppress DCR is to operate SiPMs at subzero temperatures, as

the DCR decreases by a factor of ∼2 every 10◦ C [185, 187]. This can be obtained using

standard thermoelectric coolers (TECs). To avoid condensation and freezing, each SiPM

must be placed in a vacuum chamber.

5.2.1 ACME III SiPM module design

There have been some past efforts at developing SiPM detectors for ACME [70, §6.3]. In

2019, the Okayama University team took over the project and has since developed a fully

functioning SiPM module. The module characteristics and experimental results have been

described in detail in Refs. [167, 168, 172]. Here we shall provide a summary.

A schematic of the module can be seen in figure 5.2.1. It consists of a Hamamatsu

S13361-6075NE-04 SiPM, which has a 24 mm × 24 mm active area, quantum efficiency of

∼45% at 512 nm, and DCR ∼ 2 × 106 cps per channel, with 16 channels total [186]. A

TEC cools the SiPM to −15◦ C while the module is under vacuum. This reduces DCR to

3% of the room temperature value, or ∼106, which is about two orders of magnitude lower

than the projected ACME III signal. Water cooling lines are connected to a thermoelectric

chiller to stabilize the overall temperature of the module.

Between the lightpipe and the SiPM active area are three bandpass filters. The first

is an interference filter (Semrock FF01-520/70) with a high extinction ratio to suppress

scattered light in the interaction region. (This is the same filter used in ACME II with the

PMTs.) The other two are absorptive filters (Schott BG39 and BG40) required to suppress

optical cross-talk (OCT). OCT is a phenomenon where secondary photoelectrons produced
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Figure 5.2.1: ACME III SiPM module. Photo (left) and cross-section of SiPM
module developed for ACME III. Figure reproduced from Ref. [168].

by a SiPM pixel are reflected off an interference filter and redetected by a different pixel,

resulting in excess noise [188]. By adding an absorptive filter in between, OCT probability

is reduced from 24.7% to 4.3% [168, 172].

Each SiPM module has its own electronics package. At each channel, pole-zero cancel-

lation technique [189] is used to stimulate a fast response. Outputs from the 16 channels

are then summed into one channel using an operational amplifier and shaped by a Bessel

filter. Thus, each detector has only one readout for a total of 8 detectors, the same number

as in ACME II. This means the same DAQ device can be reused for ACME III (§6.2). At

the same time, each module features a separate output with a multiplexer to allow reading

of individual channels for diagnostic purposes. More details on the SiPM electronics can

be found in Ref. [167].

The Fano or excess noise factor F of a detector is obtained when measuring signal from

single photon pulses, defined as

F =
σ2

µ
, (5.4)

where µ and σ are the mean and standard deviation of the number of observed photons,
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with F = 1 for an ideal Poisson process. The average F measured for the SiPM modules is

1.07 [167], which is slightly better than the F ∼ 1.2 measured for the ACME II PMTs [148,

§3.3.6].

5.2.2 Experimental tests

Experimental tests of the SiPM module have been carried out at Okayama and Harvard.

A test using a Delrin ball light source (§5.1.4) was carried out comparing the SiPM and

ACME II PMT performance, finding a gain of ∼2.7. A more direct test was later carried out

by mounting the SiPM module on the ACME II apparatus in place of the PMT [167]. The

same setup as the molecular lens test (§3.1.2) was used, where molecules are transferred into

the Q-state, then detected with laser-induced fluorescence on the 746 nm Q− I transition,

producing 512 nm photons from the I−X decay. These tests found a gain of ∼2.3 in signal

(Fig. 5.2.2). A total of ten SiPM modules have been built, and a long-term test found that

their signals are stable to ∼1 %.
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Figure 5.2.2: Comparison of PMT and SiPM. Signal detected from laser-
induced fluorescence of ThO using PMT (black) and SiPM (red). Figure reproduced
from Ref. [167].
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5.3 Lightpipes and mounting of components

We shall now discuss how the SiPM, collection optics, and lightpipes (LPs) are integrated

together and mounted onto the ACME III experimental chamber. The components in this

mounting system were designed by Cole Meisenhelder and myself in collaboration with the

Okayama team.

The lightpipes (LPs) are manufactured from fused silica7 by Technical Glass Products,

with a diameter of 20 mm. There are two LP segments (short and long, as seen in fig-

ure 5.1.2). The short segment (L = 19.1 cm) is inserted into the lens doublet mount to

collect the light from the lenses. It exits the vacuum chamber through an angled flange

attached to the wall of the chamber (Fig. 5.3.1b), which grips the other end of the LP with

two O-rings, the inner one of which forms a vacuum seal.

The angled flange secures the point of connection with the long LP segment (L = 85.1

cm). This segment goes through the three magnetic shield layers to the SiPM module

mounted just outside. A PEEK collar is securely wrapped around one end of the LP with

two internal O-rings. The collar fits snugly into a slot in the flange. The flange is designed

to allow the faces of the two LP segments to meet as close as possible with each other

without touching.8

The other end of the long LP is supported by a custom plastic mount (commonly termed

the “M2” mount), which secures the LP with a pair of O-rings (Fig. 5.3.2). This mount

is connected to a standard optical post via a ball-and-socket mount9 allowing for flexible

rotation. The post rests on a small breadboard mounted on the frame of the magnetic
7The possibility of using acrylic lightpipes was explored as they would be lighter and less fragile, but a

major issue was the lower bulk transmission of acrylic resulting in a loss of signal.
8Because the flange is normally physically inaccessible, it is not practical to use index-matching gel to

interface between the two LP faces, which might require cleaning every time the LP is removed. Some tests
were also performed to explore the possibility of using a solid, transparent silicone disk as an interface,
but this was eventually not done because of the difficulty of mounting the disk securely and the predicted
∼10% loss in signal.

9Thorlabs TRB2.
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Figure 5.3.1: Lightpipe angled flange. a) View of vacuum chamber with col-
lection optics lens doublets, LPs, and angled LP flange. The field plates and a
vacuum flange have been removed for clarity. b) Cross-section of LP angled flange
(designed by Cole Meisenhelder), where the short and long LPs connect. The long
LP is held in place by friction from the LP collar. A sleeve with external threads
is installed to the flange for light-blocking.
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Figure 5.3.2: SiPM and M2 mount. Photograph of SiPM module mounted on
an SL20 platform and aligned with the M2 mount, which also holds up one end of
the long LP. (The other end is held by the angled LP flange shown in Fig. 5.3.1.)
Light-blocking components (LP sleeve and rubber bellows for the SiPM lens tubes)
are not shown. The SiPM and the M2 mount rest on a breadboard mounted on
the magnetic shield guards. Figure adapted from [168].

136



shield guards. This breadboard also supports the Thorlabs SL20, a rotatable mounting

platform for the SiPM module. Standard lens tubes are attached to the SiPM module to

assist alignment with the M2 mount and the LP.

5.4 Stray light suppression

Unlike the previous lab at Harvard where ACME I and II were located, the new experimen-

tal space at Northwestern is located in a larger room shared with other experiments. Here

it is impractical to turn off the room lights while operating. Thus, the new experiment

must be designed with much better blocking of stray light to allow it to operate with all

the lights turned on. As such, many components have been developed with light-blocking

capabilities in mind. The LP angled flange (Fig. 5.3.1b) and M2 mount (Fig. 5.3.2) both

contain a circular groove to allow an aluminum sleeve (threaded on one end) to encase the

LP. This sleeve is to be installed before inserting the LP. Similarly, the connection from

the M2 mount to the SiPM is encased with a rubber bellows (not shown in Fig. 5.3.2). All

components surrounding the LP are painted black for maximum light absorption. Other

light-blocking components (such as for the optical access holes in the magnetic shields) are

still in development.

5.5 Conclusion

The improved detection system is projected to substantially improve photon detection

efficiency in ACME III. The newly designed collection optics system is projected to give

a 1.7 times gain in signal, while the SiPM detectors are projected to give a 2.3 times

gain. Both of these components have been designed, built, tested, and integrated into

a unified system. Together, they are projected to produce a 3.9 times improvement in

overall detection efficiency to ∼ 20%, equivalent to a 2.0 times gain in EDM statistical

sensitivity. Work remains to assemble all components in their final form on the apparatus
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and implementing measures to suppress stray light.
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6
Data acquisition and experimental control

The ACME III data acquisition system is designed towards two main goals. First is to

eliminate the excess noise caused by the data acquisition timing, which initially prevented

ACME II from reaching the shot-noise limit [148]. Second is to upgrade the system to

be able to save traces of all molecular pulses (instead of only averages), and adequately

deal with the resulting large volumes of data. We will discuss both of these goals in this

chapter. Finally, we will discuss the experimental control system in ACME III and how it

is integrated with the new DAQ system.
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6.1 Timing asymmetry noise

As mentioned in §2.1.10 and §2.2.9, the ACME II final dataset had at best χ2 ≈ 3, signifying

the presence of excess noise which prevented it from reaching the shot-noise limit (Eq. 1.23).

In 2019, investigations led by Cris Panda, Mohit Verma, and Cole Meisenhelder revealed

that the noise was caused by timing jitter in the DAQ system coupling to a dependence

of the asymmetry on the timing structure of the polarization switching, which has been

reported before in Ref. [161]. Here we shall give a summary of the mechanism of this noise.

6.1.1 Asymmetry noise mechanism

In ACME II, polarization switching of the readout laser occurred at 200 kHz, or a period

of T = 5 µs for each switching cycle (Fig. 6.1.1a). T is divided into TX̂ and TŶ polarization

time bins. Within each bin, the X̂ or Ŷ laser is turned on for Ton ≈ 1.9 µs and off for

Toff ≈ 0.6 µs. To implement the polarization switching, AOMs controlled by a hardware

timing box1 are used. Ideally, we aim to set TX̂ = TŶ = T/2. In practice, AOMs have a

rise time of ∼200 ns, causing an asymmetric delay between the pulses, ∆TX̂−Ŷ = TX̂−T/2.

Thus, we typically adjust TX̂ and TŶ such that ∆TX̂−Ŷ ≈ 0. However, this zeroing process

is not perfect, which will have consequences described later.

The fluorescence records are taken at 15 M samples/s, or 80 samples every T = 5 µs.

In the ACME data analysis procedure (§2.1.10), T is divided into two bins of 40 samples

each which are assigned as belonging to SX and SY respectively. The signal has time-

dependent shape, which is determined by the quantum population dynamics dependent on

laser and molecular beam properties [153, §4.2] (Fig. 6.1.1a). We then integrate the signal

in a sub-region within the time bin (normally samples #3, 4, 5, ..., 34), from which the
1SRS DG645.
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Figure 6.1.1: Polarization switching timing structure. a) Close-up of fluo-
rescence data with polarization switching timing structure, taken from the 10 ms
trace of the molecular pulse shown in b). Light from the X̂ and Ŷ -polarized lasers
are switched at a period of T = 5 µs. Physical effects in the AOM cause slight
timing mismatch ∆TX̂−Ŷ which may not be zeroed out perfectly. Figure adapted
from Ref. [161].
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asymmetry

A ≡ SX − SY

SX + SY

(6.1)

is computed.

However, if ∆TX̂−Ŷ is not exactly zero, then there will be a mismatch between the

time-dependent SX(t) and SY (t), which causes the asymmetry to have a time dependence

A(t). Assuming that ∆TX̂−Ŷ is small, then SY (t) ≈ SX(t) + S ′
X(t)∆TX̂−Ŷ . Defining

S(t) ≡ (SX(t) + SY (t))/2 and using Eq. 6.1, we obtain

A(t) ≈ − S ′(t)

2S(t)
∆TX̂−Ŷ . (6.2)

Thus, the value of integrated asymmetry A is dependent on ∆TX̂−Ŷ and the choice of

integration sub-bin. This becomes an offset in the measured phase Φ which is Ñ Ẽ-even

and so does not affect the EDM phase ΦÑ Ẽ . If it is constant, it will simply be subtracted

out. However, investigations found that a non-zero ∆TX̂−Ŷ (of the order of tens of ns)

combined with a global timing jitter in the DAQ system causes a noise which is too fast

to be averaged out by even our fastest experiment switches, as seen in figure 6.1.2a. The

magnitude of the noise depends on ∆TXY
and time within the polarization switching cycle,

with the largest variance seen in the initial rising edge.

6.1.2 Origin and suppression of noise

The large timing variance in the DAQ was eventually found to be caused by two issues.

First is the internal clock of the NI PXIe-5171 digitizer. The polarization switching and

the triggering of the digitizer is implemented using the SRS DG645 delay generator, which

has a jitter of < 25 ps [190]. However, the timing of the digitizer sampling is controlled

by its 250 MHz internal clock, which has an acurracy of only 25 ppm [191]. Second is the

chosen sampling rate of 15 MHz, initially chosen to ensure an even number of points in X̂
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Figure 6.1.2: Timing variance and asymmetry noise. For these tests, we
set T = 4 µs. a) Noise (measured by χ2

r) within a polarization switching bin for
different values of the time delay ∆TX̂−Ŷ with large timing variance in the DAQ.
b) Noise after timing variance has been reduced using the methods described in
§6.1.2. c) Average χ2

r versus ∆TX̂−Ŷ with large timing variance (red) and reduced
timing variance (blue). Figure reproduced from Ref. [161].
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and Ŷ polarization bins. However, this is a non-integer divisor of the 250 MHz internal

clock frequency and could not be properly processed by the digitizer firmware.

These two issues resulted in a periodic global timing offset that varied by ∼10 ns between

subsequent traces, then reset to zero once it reached ∼100 ns. To suppress this jitter, we

set the sampling rate to an integer divisor of 250 MHz (such as 12.5 MHz) and sync

the internal clock to an external Rb frequency standard.2 To maintain an even number

of samples in the polarization switching bins, the polarization switching cycle time was

changed to T = 4.0 µs, resulting in 50 samples per cycle.

Figure 6.1.3 illustrates this phenomenon, showing a series of 25 successive traces recorded

by the digitizer when it is triggered at 50 Hz by the delay generator while being fed a

synchronized rising edge from the same device. (Unlike in the ACME II dataset, the raw

traces are recorded without being averaged.) When the the sampling rate is improperly

set to 16 MHz and the internal digitizer clock is left to run on its own, there is noticeable

jitter of ∼1-2 samples or ∼100 ns (figure a). The jitter remains when the sample rate is

corrected to an integer divisor of 250 MHz without syncing the clock (figure b) or vice

versa (figure b), and is only eliminated when both of these issues are corrected (figure d).

This configuration was also used to produce the plots of figure 6.1.2. Similar tests were

performed with the spare NI PXI-5922 DAQ system with the same results.3

A method to further suppress this noise is to choose the integration sub-bin in the data

analysis so as not to start or end in the portion of the bin when the change in S(t) is

large [161]. A more ambitious possibility is to estimate the timing jitter for individual

traces and adjust the integration sub-bin to correct for it [70, §4.15.4]. While applying this

technique retroactively on ACME II data could have reduced the noise, it could never fully

eliminate it as data was only recorded in averaged traces, not pulse-to-pulse.

After discovering the mechanism of the noise and correcting it with the techniques de-
2SRS FS725.
3For this system, the sampling rate has to be set to an integer divisor of 15 MHz.
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a) b)

d)c)

12.5 MHz
No external clock

12.5 MHz
With external clock

16 MHz
No external clock

16 MHz
With external clock

Figure 6.1.3: Results of digitizer jitter test. For these tests, the digitizer is
triggered at 50 Hz while a synchronized square wave pulse train is sent to one of
its input channels. In each plot, only the rising edge of the first square wave of
25 consecutive records are displayed. a) Traces taken at 16 MHz sampling rate,
internal clock is not synced. A jitter of 1-2 samples (∼100 ns) is observed. b) Traces
taken at corrected 12.5 MHz sampling rate, no syncing. c) Traces taken at 16 MHz,
with external clock. d) Traces taken at 12.5 MHz sampling rate, with syncing to
an external Rb frequency standard. Here, the jitter is entirely suppressed.
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scribed above, a small EDM dataset was taken in the new configuration, which found χ2
r

consistent with 1, indicating that the shot noise limit had been achieved. Since then, the

new DAQ system in ACME III has been set up in Northwestern incorporating the above

technical improvements.

6.2 Data acquisition in ACME III

6.2.1 ACME III DAQ basic requirements

The basic requirements of the ACME III data acquisition (DAQ) system are similar to

ACME II. There are eight SiPM detectors whose outputs (after all electronic summing and

amplification) are in a similar dynamic range as the ACME II PMT outputs (Vpp ≈ 1–2 V).

The frequency of the molecular pulses stay the same at 50 Hz. The horizontal resolution

required is also about the same, because the same I−X decays are used. Thus, we decided

to use the same DAQ digitizer as before.4 The aging, frequently unreliable PXIe chassis

used in ACME II5 has now been replaced with a newer model.6

As discussed in the previous section, in order to prevent the timing variance that led

to the excess noise in ACME II, the sampling rate must be adjusted to 12.5 MHz, the

internal clock synced to an external frequency reference, and the polarization switching rate

changed from 200 kHz to 250 kHz (T = 4.0 µs). Based on systematic checks we performed

in ACME II, the different polarization switching rate should not cause any effect on ωÑ Ẽ .

It will diminish the horizontal resolution of the traces by decreasing the number of samples

within a polarization switching cycle from 80 to 50, or 25 per polarization. This should

not be a problem as we are still able to resolve the dynamics within the readout beam

(Fig. 6.1.2).
4NI PXe-5171.
5NI PXIe-1075.
6NI PXIe-1092.
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6.2.2 Saving data from all molecular pulses

A major upgrade which we decided to pursue for ACME III is to add the capability to

regularly save all records7 of molecular pulses acquired at 50 Hz instead of saving only the

average of 25 pulses. This enables more granular control over our data acquisition and

analysis. Such capabilities were required to solve DAQ communication (Sec. 2.1.8) and

the timing noise jitter problems (Sec. 6.1). In ACME II, it was not possible to save all

records for more than short bursts. The first limitation was hardware: saving all records

dramatically increases the data streaming rate, requiring it to be saved to a faster local SSD

instead of the NAS device. This limits the amount of data that can be taken continuously.

The second limitation was software: the LabView DAQ VI was simply unable to keep up

with the data streaming rate and frequently ran out of memory after about an hour of

operation, even when saving to SSD.

Let us estimate the data streaming rate (DSR) required for saving all pulses. Several

factors contribute. First is the sampling rate, which we set at 12.5 MHz as previously

explained. Second is the length of each record. The maximum record length is the period

of the DAQ triggers (20 ms). which determined by the width of the distribution of arrival

times of the molecular pulse. In ACME II, the 10 ms record length was sufficient for the 2

ms FWHM of the molecular beam, including a ∼2.5 ms region for sampling the background

before the pulse. In ACME III, the molecules will travel ∼1.9× further before reaching

the detection region, which may increase the pulse width and make it beneficial to increase

the record length.8 However, for now, we will assume the same 10 ms record length. Next

is the number of bits per sample. In ACME II, the averaged traces were saved in 32-bit

integer format. For saving the raw, unaveraged records, this is no longer required as they
7The term “trace” has a technical meaning in ACME as the average of signal from 25 consecutive pulses

(§2.1.7). Thus for clarity we shall use “record” to refer to individual, unaveraged traces of fluorescence
from each molecular pulse.

8This is also dependent on the specific dynamics of the variation in molecular velocities versus variation
in cell exit times. Some experimental tests with longer flight times (such as the lifetime measurement and
electrostatic lens tests) did not show a significant increase in pulse width.
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are read from the digitizer in 16-bit integer format.9 Finally, the triggering rate (50 Hz)

and number of channels (8 detectors) remain the same as before. With these assumptions

the DSR in ACME III is estimated to be

DSRACMEIII ≈ (12.5× 106 samples/s)× (10× 10−3 s/record)× (16 bits/sample)

× (50 records/s/channel)× 8 channels

= 100 MB/s. (6.3)

This DSR is well beyond the average tabletop atomic physics experiment and needs to be

maintained throughout 2-3 years of constant data-taking. In order for the ACME III DAQ

system to fulfill this goal, several upgrades have been implemented:

1. Upgrading ethernet connections between the DAQ computer and the digitizer chassis.

2. Acquiring a storage solution capable of storing all the data.

3. Rewriting the LabView DAQ code for superior speed and efficiency in acquiring and

saving data.

4. Enhancing real-time data analysis capabilities to assist in analyzing the large volume

of data.

We shall now elaborate on each of these upgrades.

6.2.3 Connection upgrade

In ACME II, the DAQ digitizer was mounted in a chassis which was connected to the

DAQ computer using a PXIe-PCIe MXI Express Gen 1 interface (Fig. 6.2.1a). All of these

connections could handle a data throughput of at least 838 MB/s. However, the bottleneck

in the system was the connection to the Synology DS1817+ NAS, which used a standard
9The digitizer has a maximum resolution of 14 bits.
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the standard 1 Gigabit Ethernet (GBe) connection. Tests with standard benchmarking

software10 measured a write speed of 116 MB/s. While in theory this should be just

enough to handle the DSR required to save all pulses, there were other inefficiencies and

overhead in the ACME II DAQ software that prevented stable long-term operation while

saving all pulses (§6.2.5). In summer 2020, tests using the same NAS but upgrading the

connection to 10 Gigabit Ethernet (10GbE) found a significant speed-ups in file writing

and reading (Table 6.2.1).11 At this point, the performance was likely no longer limited

by the connection but the NAS itself. They also found a significant speed-up for closing

a large binary file, another time-intensive DAQ operation. With this configuration, the

system was able to save batches of 25 traces at 50 Hz for at least 4 hours, superseding

ACME II performance.

Operation 1 G 10 G
File read 76 MB/s 755 MB/s
File write 116 MB/s 314 MB/s
File closing time 4.6 s 1.5 s

Table 6.2.1: DAQ system test results with 1G and 10G connections. Re-
sults from test conducted with ACME II NAS (DS1817+) with original (1G) and
upgraded (10G) connection. File write and read results are obtained using NAS
benchmarking software with a 400 MB file. File closing time result is obtained by
closing a 550 MB file with LabView, similar to the ACME DAQ software. Speeds
vary by ∼10%.

6.2.4 Data storage

Saving data from all pulses requires a commensurate increase in data storage capacity

and performance. In ACME II, the data was stored to a network attached storage (NAS)

system,12 which had 8 hard drives of 6 TB each in a RAID6 configuration, giving 32 TB of
10NAS Performance Tester 1.7.
11This required installing a separate 10G network adapter in the older NAS.
12Synology DS1817+.
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a) ACME II

b) ACME III

Figure 6.2.1: DAQ system schematic. Simplified schematic of the DAQ system
in a) ACME II and b) ACME III, showing the maximum connection speeds between
components. The ACME II system was limited by the 1 GBe connection with the
NAS and was replaced with a 10 GBe connection in ACME III.
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space.13 By the end of ACME II (about 3 years of data-taking), this NAS was filled with

about 25 TB of data. Based on the earlier calculated data streaming rate, a reasonable

projection is that we will need ∼275 TB of data storage space, including space to store

averaged traces alongside raw data from all pulses. After exploration of options, we decided

the most cost-effective solution is to store the data in an enterprise-grade NAS14 with 12

drives of 16 TB each in a RAID6 configuration, giving 140 TB of initial space. In the

future, up to two additional expansion NAS units of the same volume can be added and

integrated to the same system for a maximum of 420 TB capacity.

Unlike in ACME II where data was written to the NAS over the general ACME internal

computer network, the DAQ computer now has a direct dedicated 10 Gigabit fiber connec-

tion to the NAS. Tests with benchmarking software conducted after setting up the system

at NU measured read and write speeds of 1.2 GB/s and 1.0 GB/s respectively, well over

the ACME III requirements.

6.2.5 Rebuilt data acquisition software

The principle challenge of the DAQ software system is to ensure it keeps up with the

hardware-timed triggering of the data acquisition, as computers can experience lag and

jitter. In ACME, this is accomplished in the main DAQ LabView program by implementing

a standard Producer-Consumer architecture [192]. Data is continuously acquired by the

digitizer at 50 Hz and fetched at the same rate by the Producer loop. The processing

and saving of the data is handled by the Consumer loop which runs in parallel. Data is

transferred from the Producer to the Consumer loop using a lossless buffer with a First

In/First Out (FIFO) ordering (also known in LabView as a queue). This architecture

ensures that any momentary jitter or lag in processing or saving the data will not result in
13Note that storing data in several hard drives in a RAID (Redundant Array of Independent Disks)

configuration provides not only increased storage volume and redundancy in the case of drive failure, but
also higher read/write performance by making it possible to data to multiple drives simultaneously. A
RAID6 configuration ensures that 2 drives can fail simultaneously without any data loss.

14Synology RS3621xs+.
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a missed trigger in the DAQ system.

In the ACME II DAQ program, the Producer loop was able to keep up with the 50 Hz

acquisition rate without issue. However, limitations in the Consumer loop program made it

insufficient for the goal of saving all pulses. First, it was only able to save a running average

of the data. Second, every time it saved data to a binary file, it opened the file, wrote the

data, and closed it.15 The file-closing process for larger files was a timing bottleneck in the

old DAQ system.

Thus, for ACME III, while the general Producer-Consumer structure is retained, the

DAQ program has been almost entirely rebuilt with significant changes. First, the structure

of the Consumer Loop now saves the data to disk in every iteration. Second, instead of

opening and closing the binary file every time new data is written into the file, the file

is only closed when it is “full”, i.e. when all intended records have been written to it.

Third, the file structure is modified so that a block of data is split into two files of 32

traces (800 pulses or ∼1.5 GB) each. File-closing only occurs at the midpoint (after trace

#32) and endpoints (after trace #64) of the block. The midpoint file-closing is performed

simultaneously with a customary ∼4 s magnetic shield degauss, nullifying its effect on the

duty cycle. Thus, only the endpoint file-closing has a small effect on the duty cycle (∼3%,

assuming a worst-case 1.5 s file-closing time as in Tab. 6.2.1).

The new DAQ program is also synchronized with the Master Run VI running on the

main experiment control computer. In ACME II, this was accomplished with a lossless

network stream between the DAQ and main control computer running over the ACME

intranet (§2.1.8). In ACME III, a similar scheme has been implemented in hardware using

a pair of digital I/O modules16 (one on each computer) connected directly with a cable.

This communication bus is used to transmit the trace number, DAQ status (busy/finished

saving), and file open/close commands and status. With this setup, queries between the
15Closing a file before opening a new one is necessary to release it from memory and prevent data

corruption.
16NI PCIe-6259.
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two computers can occur stably at frequencies up to 500 Hz. This ensures that the duty

cycle is not affected by low communication latency.

Finally, the DAQ program has also been optimized in specific ways according to LabView

best practices for best performance, such as decreasing the number of nested sub-VIs to im-

prove execution speed (at the expense of more complex block diagrams) and parallelization

of data-intensive tasks using separate VIs running on different execution threads.

6.2.6 Data analysis capabilities

After implementing the changes above to save all records, the experiment will generate

about ∼2-3 TB of data per day. It will likely be impractical and unwieldy to download

and analyze all the data with ACME analysis computers every day. Rather, the system

is designed with the expectation that regular data analysis will be performed mainly on

averaged and summed traces (as in ACME II). Close analysis of raw, unaveraged records

will only need to occur in special cases when anomalies or systematic effects occur. To

assist ACME data analysts in identifying these special cases, an online analysis VI has

been developed. It consists of several loops running in parallel with the main Producer-

Consumer DAQ program (Fig. 6.2.2). Each loop has a different set of functions:

• The Producer loop fetches records at 50 Hz from the digitizer and sends them to the

Consumer and outlier detection loops.

• The Consumer loop saves records to the NAS, adds them to a running average of the

25 last records, and plots the running average. If 25 records have been saved, it sends

their average to the Secondary Saving and Full Analysis loops.

• The Secondary Saving loop saves the the averaged trace, sums the 8 channels and

saves the summed trace.

• The Outlier Detection loop computes various quantities for each of the 25 records:
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center of mass of arrival time, total signal, and signal spatial (±ẑ) asymmetry.17 For

each of these quantities, values from the 25 records are compared and outlier records

are noted in a text file to be flagged for more granular analysis.

• The Full Analysis loop computes the asymmetry A for averaged traces. In the future,

it may be developed to perform more complex analysis, such as comparing degenerate

traces within a block and computing the block EDM value.

• The Communication loop handles a communication line to interface with the Master

Run VI running on the main control computer (discussed in the next section).

The high degree of parallelization of data averaging, saving, and analysis capabilities is

necessary for suppressing jitter and maintaining high performance with the large data

throughput. Data is transmitted between all the different loops above vith lossless queues.

The DAQ and live analysis code will likely continue to be enhanced and refined based on

specific future needs of ACME III data analysis. Such developmental efforts have already

begun, led by Ayami Hiramoto and Maya Watts.

6.2.7 Setup, performance, and testing

In addition to the upgrades described above, the experiment has undergone a general

hardware and software upgrade. New DAQ, main control, and SQL database computers

have been acquired. All components of the DAQ and experimental control systems have

been transferred to Northwestern. Several tests have been conducted with all the DAQ-

related upgrades in place to find out the DAQ performance while taking multiple blocks of

experiment data using the Master Run VI. The results are shown in Table 6.2.2, including

a comparison with ACME II performance metrics, which are obtained from an analysis of

Run 225 in the final ACME II dataset. The tests were conducted before all ACME III
17These quantities were chosen based on past experience, and will likely be updated and expanded when

in accordance with the peculiarities of ACME III data.
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Figure 6.2.2: DAQ software structure. Data acquisition, saving, averaging, and
analysis are spread out over multiple concurrently running loops to improve perfor-
mance. Data is transmitted between loops via the use of lossless buffers (queues).
Figure also shows relevant loops in the main control computer for integration with
the experimental control software.
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experiment devices used in switching (such as degaussing coils, electric field plates, Ñ -

switch AOMs, etc.) were setup. To simulate the effects of these devices on the experiment

timing, minimum settling times similar to ACME II were enforced for each switch, such as

a 4.3 s wait time when switching B̃ to simulate time for degaussing. File read/write speeds

are measured separately using NAS benchmarking software and 400 MB file sizes.

Operation ACME II ACME III
File read 76 MB/s 1.2 GB/s
File write 116 MB/s 1.0 GB/s
File closing time (550 MB) 4.6 s < 0.002 s
Median trace saving time 648 ms 532 ms
Median block time 68 s 57 s

Table 6.2.2: New DAQ system test results at Northwestern. Test results
obtained with new DAQ system installed at Northwestern including all hardware
and software upgrades mentioned in this chapter, and a comparison with the same
metrics for ACME II. In the test, minimum wait times for each experimental switch
are implemented to simulate their effects on timing.

The trace saving time is the time it takes to save to save data from 25 shots acquired

at 50 Hz. The ideal trace saving time is 500 ms. A saving time longer than this indicates

DAQ-related delays such as from closing large files after saving, communication between

the control and DAQ computers, saving the header file, or others. From the table, we see a

∼20% reduction in the median trace saving time compared to ACME II, showing that these

software inefficiencies have been reduced. This is despite the fact that in ACME II, only

one averaged trace for each detector was saved, whereas in ACME III all 25 raw records

are saved. The time to acquire one block of data has been reduced by a similar proportion.

The file-closing time is now insignificant (2 ms or less). Finally, tests have also shown that

the system can continuously take data for hours without any errors or instability for up to

14 ms record length, which provides flexibility in case a record length longer than 10 ms is

desired. All these results mean that the DAQ system is able to fulfill the goals laid out in

§6.2.2 with more efficient performance than the ACME II system.
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6.3 Conclusion

In conclusion, the data acquisition system has undergone several significant improvements

for the next generation. The source of excess noise in the ACME II final run dataset

has been identified, characterized, and suppressed to below shot noise, resulting in a 1.7

times gain in EDM statistical sensitivity. Hardware and software upgrades to the data

acquisition system enable it to save traces from all molecular pulses, enabling much more

powerful and granular data analysis. The new system has been demonstrated to operate

stably for extended periods of times with better performance than ACME II, despite the

order of magnitude larger data throughput.
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7
Magnetic fields

In this chapter, we shall describe the efforts to develop a system to control magnetic fields

in the ACME III interaction region. The experiment plans to apply a magnetic field |Bz| ≈

100-200 µG in spin precession while having a background field |Bnr| < 10 µG or better.

This is required in order to suppress the excess noise arising from molecular beam velocity

fluctuations and systematic effects that arise from magnetic field gradients (§2.2.5, §3.2.2).

Several components are needed to accomplish this. First is sufficient magnetic shielding

to suppress the earth’s magnetic field by 105 or better. Second is a set of magnetic coils

to apply a uniform field along ẑ for precession and along other axes for systematic checks.

Finally, the fields need to be adequately and reliably monitored throughout the EDM
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measurement. A major challenge of designing these three components is that in ACME

III, the dimensions of the interaction region have been significantly enlarged compared to

before (§3.1.1).

In this chapter, we discuss all three components while devoting the most space to the

magnetic coil design project in which I played a leading role.

7.1 Magnetic shielding

The ACME III interaction region is enclosed by three layers of magnetic shielding with an

original design goal of 1 µG DC background field (Fig. 7.1.1). Each layer consists of 1.6

mm thick rectangular sheets of mu-metal1 mounted on an aluminum frame. The layers

are 50 mm apart from each other, with the innermost layer having dimensions 1854 mm×

1164 mm×1164 mm. The size of the sheets were limited by the dimensions of the annealing

furnace. Gaps between adjacent sheets are covered with additional overlapping sheets on

top (including L-shaped sheets to cover edges). Each layer is divided into a fixed bottom

face and an upper U-shaped detachable portion which can be moved into place with a

crane.2 Access holes are added to the shields for the molecular beam, lasers, magnetometers,

lightpipes, and screws. Each magnetic shield layer is equipped with a set of 12 degaussing

coils for each dimension, resulting in a total of 108 degaussing coils.

The shielding factor S of each layer can be estimated by using the formula [193]

S ≈ µη
d

D
, (7.1)

where µ is the relative permeability of the shielding material, η is a geometric factor de-

pending on the shape of the shields, d is the shield thickness, and D is the general shield
1Co-Netic AA Perfection Annealed, supplied by Magnetic Shielding Corporation.
2This is a cleaner method to remove the shields compared to ACME II, where the shields consisted of

half-cylinders that needed to be strapped into place by hand. The excessive bumping of the shields that
occurred may have contributed to the observed long-term degradation in shielding (§2.1.11).

159



Figure 7.1.1: ACME III magnetic shields. Cross-section of a 3D model of the
three-layered mu-metal magnetic shield. Degaussing coils are not shown.

size. For ACME III, with d = 1.6 mm, D ≈ 1 m, µ ∼ 105 (based on manufacturer spec-

ifications) and η ∼ 1, we obtain S ∼ 100 per layer, and a combined shielding factor of

around 105 to 106. More detailed simulations with finite element analysis (including all

access holes) conducted by Siyuan Liu obtained shielding factors of 5 × 105 (transverse)

and 3× 105 (longitudinal), or a background field of several µG.3

The design and construction of the shields have been led by Siyuan Liu, with important

contributions from Cole Meisenhelder, Daniel Lascar, and Xing Fan.4 The shields have been

manufactured, annealed, and assembled on the supporting frame. While characterization

of the shielding performance and optimization of degaussing procedures are still ongoing,

background fields as low as 5 µG have been achieved.
3Based on the lab field being about 1 G.
4All ACME members present at Northwestern regularly contributed to the making, installation, and

testing of the shields.
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7.2 Magnetometry

To monitor the magnetic fields of the experiment, three methods of magnetometry have

been developed.

7.2.1 Magnetoresistive sensors

The first method of magnetometry is performed with a set of Twinleaf magnetoresistive

sensors5, which have a sensitivity of 3 mG/
√
Hz [194]. Each sensor contains three magnetic

sensors (one for each axis) whose resistance changes in the presence of a magnetic field.

Currently, a total of 19 sensors are installed: one sensor on each face just inside each

shield layer, plus one placed outside to measure the ambient field.6 The sensors constantly

measure and log the magnetic field along all three axes into the SQL database every few

seconds. Initial work to calibrate, characterize, and install these sensors was performed

by John Mitchell [195], while I made key contributions to the software infrastructure for

logging and control.

7.2.2 Optically pumped magnetometers

The second method of magnetometry is performed with ten ultra-sensitive QuSpin optically-

pumped magnetometers (OPMs).7 These sensors will be periodically inserted into one of

the many magnetometer pockets mounted on the vacuum chamber to measure the back-

ground field in the region directly adjacent to the molecules.

OPMs utilize the technique of zero-field magnetometry [196, 197]. Inside each QuSpin

sensor, a set of magnetic coils produces an oscillating magnetic field that compensates the

local ambient field.8 In this environment, a laser is shone through a rubidium vapor cell
5Twinleaf vector GMR magnetometers.
6More sensors may be added in the future to better monitor and characterize changes in the laboratory

ambient field.
7QuSpin Zero-Field Magnetometer Gen 3 (QZFM).
8There are three orthogonal sets of magnetic coils, allowing all three vector components of the field to

be measured.
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into a photodetector. The transmission has a peak at zero field, providing an error signal

for feedback of the coils which is read using lock-in detection. The value of the ambient

field can be determined from the magnitude of the applied compensatory field when the

coils are “locked” to the transmission peak. This method of magnetometry is very sensitive

(≲ 0.2 µG/
√
Hz [198]), but can only be performed in a low background field (< 500 µG).

Thus, the sensors can only be used inside the shields. In addition, they have been measured

to have internal offsets of up to ∼40 µG, which have so far limited their absolute accuracy

to several µG. More detailed characterizations of these sensors and how to use them are

ongoing, led by Maya Watts and Xing Fan.

7.2.3 Q-state magnetometry

The third method of magnetometry is performed by using spin precession in the Q-state of

ThO. As previously discussed (§3.1.2), the Q-state has a relatively large magnetic moment

which makes it ideal for magnetometry. In addition, this method allows measurement of

the magnetic field in exactly the same region as the molecules. This measurement is done

by first turning off the STIRAP lasers after the electrostatic lens, such that the molecules

remain in the |Q, JMΩ = 2, 2,−2⟩ after lensing. Once they enter the interaction region,

the molecules can be prepared in a superposition of |JM = 2,±1⟩ states using a 746 nm

Q− I laser.9 Spin precession then occurs as it would in the H-state. Only a Zeeman phase

is acquired as the Q-state is not sensitive to de. In the detection region, the phase is probed

by a readout laser on the same Q− I transition with polarization switching, producing 512

nm photons from I − X decay. Thus, to switch between H-state and Q-state precession,

only the 703 nm laser needs to be switched to the 746 nm. This can be performed seamlessly

by sending in the lasers from two different sides (±ẑ) of the experiment and using remotely

controlled shutters. Furthermore, it is also possible to perform a measurement of ∂Bz/∂x by
9State preparation and readout can also be done with an 1196 nm Q − C laser, analogous to the case

of H-state precession.
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sending in a pulsed preparation laser counterpropagating to the molecular beam to deplete

the population spatially distributed along x̂, similar to the microwave measurement method

to measure the electric fields used in ACME [113, §3.2.5].

A high magnetic field sensitivity can be achieved, as in the following estimation. We

start with

ϕB =
µQ,J=2Bτ

ℏ
, (7.2)

from which we obtain the uncertainty expression

δB = δϕB

(
ℏ

µQ,J=2τ

)
≈ 1√

N

(
ℏ

µQ,J=2τ

)
= 30 nG/

√
Hz, (7.3)

where we have assumed that δϕ ≈ 1/
√
N [19, §3.1.1], Ṅ ∼ 106/s (based on the estimated

signal in ACME III and the ∼99% loss of molecules due to the scrambling of the M -states

between the lens and the entrance region), µQ,J=2 = 0.69 µB, and τ = 5 ms. The extremely

small uncertainty means the measurement will instead likely be limited by δτ arising from

the velocity dispersion of the molecular beam, which was not taken into account in the

estimation above. Tests have been performed for Q-state magnetometry using the ACME

II apparatus at Harvard, led by Xing Wu. Preliminary results indicate that a sub-µG

sensitivity can be achieved.10

7.3 Magnetic coils: Bz coils

7.3.1 Design goals and methods

There are two types of magnetic coils in the apparatus: first, the main Bz coils for normal

spin precession and second, the auxiliary coils which produce fields along other axes for

systematic checks. The main coil project in ACME III has the goal of designing and building
10More details will be published in a forthcoming paper.
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a set of coils that is able to apply a uniform Bz = 200 µG within the entire spin precession

region with better than 1 µG homogeneity. (This is based on the target of the magnetic

shield project.) For ACME III, the magnetic coils must be redesigned to accommodate the

much longer precession region and the rectangular shape of the shields. In addition, we

have the goal that the magnetic field must be confined within the coils in order to avoid

magnetization of the shields. Reduced magnetization may reduce the amount of degaussing

required when reversing B̃.

Thus, we set out to build a magnetic coil with “active shielding”, internally confining the

magnetic fields away from the shields. Initial work on the Bz coil project was performed by

Bingjie Hao, before I took over the project in spring 2022. The design process followed the

technical papers by the Crawford group [199, 200], which outline a method of designing a

coil for an arbitrary field configuration. It consists of four steps:

1. Specify the desired field configuration.

2. Determine the required boundary conditions for the magnetic scalar potential φ.

3. Numerically solve for φ using a finite element analysis software.

4. Extract the current density required to produce the field configuration.

We now explain these steps in more detail.

First, we specify the field configuration: B⃗ = Bz ẑ inside the spin precession region, but

B⃗ = 0 outside (Fig. 7.3.1a). Second, we express the resulting boundary conditions. In

regions where there is no current (J⃗ = 0), the magnetic scalar potential φ can be used [10,

§5.9B]:

H⃗ = −∇φ, (7.4)

where H⃗ is the magnetic field strength. From the field configuration, we obtain the follow-

ing boundary conditions for each face (numbered 1⃝- 5⃝ in the figure). (Note that n is a

coordinate along n̂, the normal vector for each face.)
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Figure 7.3.1: Magnetic coil design method. a) A cross section of the spin
precession region with desired magnetic field configuration: a homogeneous Bz

within the entire spin precession region which stretches along x̂ (into the page)
and zero magnetic field outside. These lead to boundary conditions (numbered 1⃝-
5⃝). In order to match these boundary conditions, an intermediate region is added.
b) Solution of φ from a finite element analysis program based on the boundary
conditions, with equipotential lines in black, where wires are placed. Plot obtained
from Bingjie Hao.
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• Boundary conditions 1⃝, 3⃝, 5⃝: Hn = ∂φ/∂n = 0.

• 2⃝: Hn = µ0Bz.

• 4⃝: Hn = −µ0Bz.

In addition, we must satisfy Laplace’s equation, ∇2φ = 0. As seen in the figure, an

intermediate region between the inner and outer boundaries is added. Here we can place

currents to satisfy the boundary conditions.

Next, using a finite element analysis program, φ is solved everywhere (Fig. 7.3.1b).

Finally, we extract the current density in the intermediate region required to produce φ.

It turns out that the currents simply lie along the equipotential lines of φ. This can be

explained as follows. From Maxwell’s equations, we have

∇× H⃗ = J⃗ . (7.5)

We can integrate this over an interface to obtain the boundary condition [10, p. 18]

n⃗×∆H⃗ = ĵ, (7.6)

which shows that the surface current ĵ is orthogonal to H⃗. By definition, the equipotential

curves of φ are also perpendicular to H⃗ = −∇φ. Since the equipotentials of ϕ and ĵ lie on

the same 2D surface (Fig. 7.3.1b), ĵ has to flow along the equipotentials.

After some iterations and fine-tuning, this process resulted in the outer and inner coil

designs shown in figure 7.3.2. For the outer coil, 198 single wire loops run along the

direction of equally spaced equipotential lines (Fig. 7.3.2a). The current directions for the

top and bottom halves of the coil are opposed to each other. The inner coil consists of

16 equally spaced wire loops (Fig. 7.3.2b). The direction of inner coil currents are aligned

with the inner currents of the outer coil but anti-aligned with the outer currents of the
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Figure 7.3.2: Magnetic coil design obtained after the design process described
in §7.3.1. a) Outer coil, b) inner coil, c) combined coils. Black arrows denote the
direction of the currents.
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outer coil. This reinforces the field inside the coils but suppresses it outside, allowing

the aforementioned boundary conditions to be satisfied when the two coils are superposed

together (Fig. 7.3.2c).

7.3.2 Accounting for holes

The full magnetic coil design also includes holes for the molecular beam, vacuum window

access, and lightpipes. These holes have dimensions of several inches and require some

rerouting of the wires (Fig. 7.3.3b). Let us estimate the effect of such reroutings. A

rerouting is equivalent to inserting a semicircular current loop running in the opposite

direction (Fig. 7.3.3c). As the loops are relatively far away from the spin precession region

in the center, we can model them as distant circular loops of current, which has magnetic

field magnitude of

Bloop =
µ0IR

2

r3
, (7.7)

where R is the size of the loop, r is the distance from it, and I is the current. Here, from

the typical size of the hole we have R ≈ 10 mm and the closest distance from the hole to

the precession region is r = 355 mm, from which we obtain Bloop ≈ 0.01 µG/mA. Even

considering that there are about 40 such holes and 2-4 reroutings are required for each hole

(Fig. 7.3.3), this would still be around the 1 µG target field homogeneity goal.

7.3.3 Field homogeneity

The field homogeneity in the spin precession region was then calculated from the Biot-

Savart law using the Radia software package.11 A plot of the field along x̂ at y = z = 0 is

shown in figure 7.3.4. It is clearly observed that the inner and outer coils create a combined

field with better homogeneity. The vertical dashed lines denote the boundary of the spin
11Developed by the ID group of the European Synchrotron Radiation Facility.
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=

Figure 7.3.3: Wire rerouting for holes in the magnetic coils. a) A set of
parallel magnetic coil wires. b) Wires after rerouting around an access hole. c)
Rerouting is equivalent to adding a semicircle current loop whose straight portion
flows in the opposite direction (red curve). d) The outer and inner coils including
all wire reroutings used in the Radia simulation.
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precession region.12 Assuming Bz = 200 µG and sampling the field within this region (a

rectangular box with dimensions 530 mm × 15 mm × 15 mm), the homogeneity or spread

of Bz is calculated to be 0.08 µG (0.04%) without accounting for hole reroutings.13 With

all hole reroutings, the homogeneity is 0.2 µG (0.09%), which is still well within the 1 µG

homogeneity target. (This value is also consistent with the estimation of the effect of the

holes in the previous section.) It is also possible to further improve the homogeneity in the

configuration with holes by fine-tuning the ratio between the outer and inner coil currents.

By setting Iouter/Iinner = 1.01, the homogeneity can be improved to 0.1 µG.

Figure 7.3.4: Magnetic field homogeneity along x̂. Plot of Bz produced by
outer coil (red), inner coil (blue), and combined coils (orange) from calculation with
Radia. Vertical dashed lines denote the boundaries of spin precession region.

From the plot we also see that only a small current (< 1 mA) is needed to produce

the required field magnitude. Finally, some simulations were conducted to estimate the

impact of small (several mm) misalignments in the wire placement, which is expected from

machining tolerances and the width of the wire grooves. The effects of these misalignments
12The region is slightly off-center along x̂ due to the design of the interaction region which has a shorter

upstream portion (§3.1.1).
13There are no significant other magnetic field components.
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are negligible.

7.3.4 Field confinement

The calculations also predict that the magnetic field will be well-confined within the coils.

Table 7.3.1 shows the maximum and mean magnitude of the magnetic field on each face

of the innermost magnetic shield when applying Bz = 200 µG. Plots of the resulting fields

are shown in figure 7.3.5. The maximum field magnitude of 17 µG, or ∼8% of the applied

field. This is over an order of magnitude better performance compared to the ACME II

coils.14 The maximum value occurs at the ŷ-center of the front and back faces (Fig. 7.3.5c),

which is the pivot point for the reversal of current direction between the top and bottom

halves of the outer coil (Fig. 7.3.2a). At other shield faces, the largest magnetic fields are

the result of hole reroutings.

Shield face Max field Mean field
Top/Bottom 5 2.3
Sides 11 4.0
Front/Back 17 2.5
All 17 2.7

Table 7.3.1: Maximum and average magnetic field produced by coils at
each shield face. Units are in µG. Results obtained from Radia simulation of
coils with all holes assuming an applied field of Bz = 200 µG.

The mechanics of the field cancellation are illustrated in figure 7.3.6. Inside the coils, the

currents of the inner and outer coils flow along +x̂, resulting in a combined homogeneous

field along +ẑ. Outside the coils, the outer coil current direction is reversed, resulting in

cancellation between the two coils. (See also figure 7.3.2.)
14This estimate was obtained by calculating the maximum field produced by the ACME II coils at the

ACME II cylindrical shields.
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Field (μG)

a) Top b) Side 

c) Front

Figure 7.3.5: Magnetic field confinement with active shielding coil. Cal-
culated plots of |B| at innermost magnetic shield when applying Bz = 200 µG in
the spin precession region: a) top face, b) side face, c) front face. Black dashed
lines indicate the boundaries of the shield while red dotted-dashed lines indicate
the boundaries of the outer coil.
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Field magnitude 
(μG)

a) Outer coil only b) Inner coil only 

c) Combined coils

Figure 7.3.6: Inner and outer coil active shielding. Calculated vector plots
of {Bx,Bz} at y = 0 when applying Bz = 200 µG with a) outer coil only, b) inner
coil only, c) combined coils. Dashed lines indicate the boundaries of the innermost
magnetic shield (black), outer coil (blue), and inner coil (red).
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7.3.5 Construction

At the time of writing, coil construction is ongoing, led by Xing Fan and Maya Watts.

Insulated copper wires (24 AWG, or 0.02” in diameter) will be implanted into HDPE

sheets 1/4” thick milled with 1/16” grooves and held in place by friction and strategically

placed tabs. The sheets are mounted on aluminum structures for the inner and outer coils

(Fig. 7.3.7). (Note how the coil structure is divided into a bottom face and an upper-U

portion to allow for straightforward vertical removal with a crane, similar to the magnetic

shield structure.) Additional HDPE layers for the auxilary coils (described in the next

section) are mounted on the inner coil structure.

With the specifications above, the total resistance of all the wires in the outer and

inner coils is ∼ 70 Ω. The current required for normal operation is ∼ 0.8 mA.15 In order

to maintain 1 µG homogeneity at Bz = 200 µG, a stability of 4 µA is required. These

requirements should be reachable with commercial low-noise current supplies.

Figure 7.3.7: Computer-generated drawing of the outer and inner coil construction.

15Up to 25 mA will be required for operating the coils in ∂Bz/∂z mode during systematic checks as
explained in the next section.
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7.4 Auxiliary magnetic coils

The goal of the design of the auxiliary coils is to allow application of constant and gradient

fields other than Bz that are much larger than their typical values while requiring a tractable

amount of current (< 1 A). For constant fields, the target is to apply up to 2 mG, which

is 10 times larger than the typical applied |Bz| = 200 µG, and even larger compared to the

expected ambient Bx, By values. For field gradients, the expected ambient field gradients

are 1-10 µG (§7.1). Thus, a reasonable target is to apply up to 200 µG/cm.

Unlike the main Bz coils, these auxiliary coils will mainly be used only for systematic

checks, and thus the requirements for field homogeneity are less stringent. Field confine-

ment is also no longer a requirement. Overall, the design of the auxiliary coils followed the

basic design in ACME II (§2.1.11), with special modifications to adapt to the much larger

interaction region.

7.4.1 ∂Bz/∂z coils

The first gradient to apply is ∂Bz/∂z. This can be done using the same coils designed for

Bz, but dividing the ±ẑ coils and reversing the direction of the current for one group.

The resulting Bz field is plotted in figure 7.4.1. The predicted current efficiency is 8

µG (cm mA)−1, which means a maximum of 25 mA of current will be required to pro-

duce the desired 200 µG/cm gradients.

7.4.2 ∂Bz/∂x coils

In order to apply ∂Bz/∂x, four additional coil sets parallel to the xz-plane are planned

(Fig. 7.4.2a). Each set consists of a main coil (red, 8 turns of wire) and a shim coil (blue,

16 turns) which together produce a uniform Bz gradient along x̂ (Fig. 7.4.2b).16 All four coil
16Some wire rerouting around the light pipe holes is required (depicted in green in Fig. 7.4.2a). This has

a negligible effect on the field produced.
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Figure 7.4.1: Calculated plot of Bz at y = 0 when operating the Bz coils in gradient
mode. The field is plotted for three different x̂-positions: center (blue) and the
boundaries of the spin precession (orange and red).

sets can be linked up in series to the same power supply. The predicted current efficiency

is 3.2 µG (cm mA)−1, implying a maximum current requirement of 62 mA.

7.4.3 Bx coils

Bx is produced with four pairs of square Helmholtz coils (Fig. 7.4.3a) located at x =

±{125, 370, 695, 705} mm.17 Each coil contains a single turn of wire divided into two

detachable segments (bottom face and upper-U, following the design of the main coils and

magnetic shields). A larger number of turns for each coil was considered but rejected

to minimize the number of connections between the segments. The currents of the four

coil pairs are fine-tuned to achieve a homogeneous Bx field (Fig. 7.4.3b).18 The predicted

current efficiency is ≈ 43 µG/mA per coil pair, resulting in a total current requirement of

171 mA (divided among the four pairs) to produce Bx = 2 mG.

To operate the coils in ∂Bx/∂x mode, current flow is reversed in one half of the coils
17Here x = 0 is located at the center of the spin precession region.
18The plot in the figure assumes current ratios {0.89, 0.95, 0.87, 1}.
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a)

b)

Figure 7.4.2: ∂Bz/∂x coil design and performance. a) ∂Bz/∂x coil schematic,
showing four sets of main (red) and shim coils (blue). The green lines denote
wire reroutings around access holes. The box-shaped spin precession region is also
shown. b) Calculated Bz field at {y, z} = 0 along x̂ produced by main ∂Bz/∂x coil
(blue), shim coil (red), and both coils (green).
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and current magnitudes are changed to maintain a uniform gradient throughout the entire

spin precession region (Fig. 7.4.3c). This requires larger currents for the outermost coils

at x = ±{695, 705} mm.19 A possible configuration with a single current source is shown

in figure 7.4.3d, which would require a total of 593 mA to produce ∂Bx/∂x = 200 µG/cm.

The current division can be implemented with a set of fixed resistors with low temperature

coefficients for better stability.

a) b)

d)c)

593 mA

368 mA59 mA

Coil 1 Coil 2 Coils 3, 4

166 mA

Current
source

2

2

1
1

3

3

4

4

Figure 7.4.3: a) Bx coils, featuring four pairs of Helmholtz coils (numbered 1-4).
The box-shaped spin precession region is also shown. b) Calculated plot of Bx

field at {y, z} = 0 along x̂. c) Calculated plot of Bx when operating in gradient
(∂Bx/∂x) mode. d) Possible configuration to produce ∂Bx/∂x = 200 µG/cm with
a single current source. Such division of currents can be implemented with a set of
resistors (not shown).

19The plot in the figure assumes current ratios {0.16, 0.45, 1, 1}, which is also reflected in figure d).
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7.4.4 By coils

The By coils are implemented with a set of eight lattice coil octants (green in Fig. 7.4.4a),

a pair of center coils spanning the whole interaction region (red, 5 turns of wire), and two

pairs of side coils (blue, 10 turns of wire). Each coil octant consists of a 20 × 3 lattice

of square coil windings. The number of turns at each lattice site has been optimized for

best field homogeneity. For construction, they can be broken down into a superposition of

two simpler sets of windings (Fig. 7.4.4b), inspired by the method used in Ref. [201]. Four

modes of operation are possible by switching the current polarity of the coil octants: Bx,

∂By/∂x, ∂By/∂y, and ∂By/∂z, with different coil subsets used for each mode (Tab. 7.4.1).

This result in field plots shown in figure 7.4.5. All the coils can be connected in series

with a single current source and a collection of relays to switch polarities depending on the

chosen operating mode. The maximum required current is 94 mA (used for ∂By/∂x mode).

7.4.5 Summary and current status

We have completed our survey of the auxiliary magnetic coil design. Due to Maxwell’s

equations (§2.1.11), the four sets of auxiliary coils described above are able to apply con-

stant fields and gradients in the spin precession region along all three axes. The maximum

current required for a single coil set is ≈ 600 mA (for applying ∂Bx/∂x). Figure 7.4.6 shows

a schematic of all auxiliary coils that have been discussed. All coil sets are mounted on

the same structure as the Bz inner coil. The designs have been carefully chosen so as to

maximize homogeneity while minimizing conflicts with access holes on the apparatus which

would require rerouting. At the time of writing, construction of the coils is ongoing, led by

Xing Fan and Maya Watts. Some design work remains to be done for the electronics and

software for controlling all the currents.

Finally, it is useful to note that the auxiliary coil system can in principle also be used to
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Figure 7.4.4: a) Schematic of By coils, featuring eight lattice coil octants (green,
variable number of turns), a pair of center coils (red, 5 turns), and two pairs of
side coils (blue, 10 turns). The box-shaped spin precession region is also shown. b)
Number of windings at each octant lattice site, which is equivalent to a superposi-
tion of two layers of simpler coil structures.

Mode Lattice coils Center coils Side coils Max. current
(mA)

Constant By On On Off 25
∂By/∂x On Off On 94
∂By/∂y On On Off 85
∂By/∂z On Off Off 67

Table 7.4.1: Coil sets used in different modes of the By coils, with the current
required to produce a maximum By = 2 mG or gradient field of 200 µG/cm.
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b) dBy/dx mode

b) dBy/dy mode d) dBy/dz mode

a) By mode

Figure 7.4.5: Calculated plots of By when operating the By coils in a) constant By

mode, b) ∂By/∂x mode, c) ∂By/∂y mode, and d) ∂By/∂z mode.
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perform active cancellation of undesired magnetic field gradients in the interaction region

that arise from sources such as holes in the magnetic shields.

Figure 7.4.6: Schematic of all auxiliary coils: ∂Bz/∂x coils (red), Bx coils (green),
and By coils (blue). ∂Bz/∂z is applied using the main magnetic coils (Fig. 7.3.2).

7.5 Conclusion

In conclusion, the next generation apparatus has been designed for improved magnetic

field control and monitoring, which is crucial to suppress known magnetic field-related

systematic uncertainties and excess noise. The magnetic shielding system will suppress the

background fields to at most several µG. Three different methods of magnetometry have

been prepared to monitor the field with greater precision, accuracy, and reliability than ever

before. While assembly and characterization of the magnetic shielding system is ongoing,

background fields as low as 5 µG have so far been achieved. Finally, the next generation

magnetic coil system has been designed. The Bz coil system is designed to apply a confined,

homogeneous magnetic field which will have minimal effect on the magnetic shields. The

auxiliary coils are designed to allow application of constant and gradient fields along all
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three axes while preserving adequate homogeneity within the much longer spin precession

region. Construction and assembly of the coil system is currently underway.
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8
Summary and Outlook

In this thesis, I have described the experimental progress accomplished in the ACME

experiment in the last few years. In chapter 1, we discussed the background, theoretical

motivations, and basic methods used to measure the electron EDM. In chapter 2, the

apparatus, measurement method, systematic errors, and results of the ACME II experiment

(2015-18) were described. At the time of writing, the ACME II result remains the most

stringent published upper bound on the electron EDM, showing that it is possible to probe

new physics at the tens of TeV level with a tabletop experiment.

Chapter 3 provided an overview of the ACME III experimental campaign (2018-present),

which has a goal of performing a measurement of the eEDM with an order of magnitude
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improved sensitivity compared to ACME II. It consists of efforts to increase the statistical

sensitivity, suppress systematic errors, and improve the general capabilities and reliabil-

ity of the experimental apparatus, while also setting up the experiment in a new site at

Northwestern University. We observed that all the major statistical upgrades have been

experimentally demonstrated, resulting in a projected gain in statistical sensitivity of over

an order of magnitude. In addition, the apparatus has been designed with features that

are projected to suppress all the known systematic effects below the statistical uncertainty

goal.

At the time of writing, all the major components of the apparatus have been designed

and most have already been built (the beam box, electrostatic lens, vacuum chamber,

collection optics, SiPM detectors, and magnetic shields). Construction and setup of other

components (electric field plates, magnetic coils, and some lasers) is ongoing, and existing

components are also being assembled and integrated into their final form at Northwestern.

In the last three chapters, I described three research efforts that have been a focus of

my work in ACME III. The first is the H-state radiative lifetime measurement (chapter 4),

which found a lifetime value several times longer than the ACME II precession time. This

opened the way towards designing the ACME III apparatus with a five times longer preces-

sion time, securing a significant boost in statistical senstivity. Second are efforts to improve

the photon detection efficiency (chapter 5), most significantly designing an improved set

of collection optics that has been integrated with the new SiPM detectors. Next are the

efforts to upgrade the data acquisition system (chapter 6), which now has the capability to

save data from all molecular pulses, boosting the experiment’s ability to diagnose and an-

alyze any future anomalies, noise sources, and systematic effects. Finally, I also described

the efforts to control magnetic fields in ACME III (chapter 7), with a special focus on the

design of the magnetic field coils.

With all these improvements, within the next year or two, the ACME experiment is

on track to commission a new ACME apparatus with capabilities to measure the electron
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EDM at an unprecedented uncertainty of δde ≈ 4× 10−31 e · cm.

The ACME III campaign has attempted to maximize virtually every factor that can

readily reduce the statistical uncertainty, a culmination of the ACME experiment efforts

which first began about 15 years ago. Beyond ACME III, some avenues remain in improving

the experiment. First is to take the final dataset for longer – up to a year instead of the

usual 2-3 months in ACME II. Second is the photon detection efficiency, which in ACME

III has been improved to ∼20%, and could possibly be further improved with optical

cycling (Appendix A) or changing the method of detection from laser-induced fluorescence

to detection of ionized molecules with a microchannel plate (MCP). Third is to find ways

to increase the number of ThO molecules in the beam, such as by using a thermochemical

beam source [147].

A significant leap in senstivity is more realistically achieved by building a new experi-

ment with one of the many molecules (including polyatomics) which have been identified

to possess favorable properties for measuring the eEDM, especially being laser-coolable

(§1.4.3). Such experiments are already under development in several groups and show that

there is a bright future for the role of tabletop experiments in the quest to further our

knowledge of the most basic constituents of the universe.
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A
Optical Cycling

Here we describe the progress of the optical cycling project which was undertaken to im-

prove photon detection efficiency in ACME III. Ultimately, optical cycling ended up being

shelved in favor of other, more practical and cost-efficient methods to increase the efficiency

(Chapter 5). However, since this technique has been mentioned several times throughout

the history of ACME, it is useful to report on what was learned regarding its feasibility.

A.1 Background

As discussed previously (§3.1.3), the photon detection efficiency in ACME II was about

5%, and the excess noise factor from the PMT was F = 1.25. The key idea of the optical
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project is to improve this by stimulating the spin-precessed molecules to produce more

than one photon per molecule on average by optically pumping on a transition with a

high branching ratio ξ (where 0 < ξ < 1). Naively, assuming enough photons are cycled,

one could potentially achieve a signal gain of up to 25× (or a 5× gain in EDM statistical

sensitivity), in which case the experiment would be limited only by the molecule shot noise.

A limiting factor is that ThO does not have many favorable transitions for optical cycling.

The number of additional photons cycled Ncyc can be calculated from ξ as Ncyc = 1/(1 −

ξ)−1. The commonly used C−X transition has ξ = 0.74 [141] which would give Ncyc = 2.8,

a modest gain given the additional lasers and setup required. However, in 2014, Kokkin et

al. characterized several new electronic transitions of ThO including the I −X transition,

which was measured to have ξ = 0.91 and thus Ncyc ≈ 10, a potential order of magnitude

gain in signal [152]. Thus, efforts were pursued to explore the possibility of using this

transition for optical cycling in ACME III.

A.2 Phase measurement schemes with optical cycling

Two possible schemes for performing a phase measurement incorporating optical cycling

detection are shown in Fig. A.2.1. Both schemes require changing from polarization switch-

ing detection to parity switching detection. Instead of probing the state using a rapidly

switched pair of laser beams tuned to the same transition with orthogonal polarizations

(as in ACME I and II), the schemes use laser beams tuned to two different parity sub-

levels of the excited state I. Parity switching detection has been previously experimentally

demonstrated [133] and is physically equivalent to performing the P̃ switch in ACME II.

Both schemes consist of two steps: a “state-shelving” step and an optical cycling step.

In scheme a), a pair of state shelving lasers tuned to |H, J = 1⟩ → |I, J = 1,P = ±1⟩ are

shone onto the molecular beam at the end of the precession region. As the X state has
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|Ω| = 0, the parity of a rotational sub-level J is expressed by P = (−1)J . The decays

|I, J = 1,P = +1⟩ → |X, J = 1−⟩ ,

|I, J = 1,P = −1⟩ → |X, J = 0+, 2+⟩ (A.1)

occur, “encoding” the phase information in the relative sizes of the populations of differ-

ent rotational levels.1 The molecules then proceed to the optical cycling region, which

can be located either immediately adjacent to the shelving region or in a separate cham-

ber downstream. Here, the phase is read out by sending in two rapidly switched sets of

512 nm optical cycling lasers: (|X, J = 1−⟩ → |I, J = 1,P = −1⟩ and |X, J = 0+, 2+⟩ →

|I, J = 1,P = −1⟩) and comparing the relative 512 nm fluorescence signal obtained using

the two sets. Polarization switching of the lasers will also be required to avoid magnetic

dark states (§A.4.1).

Scheme b) uses a pair of state-shelving lasers tuned to |H, J = 1⟩ → |I, J = 1+, 2−⟩,

resulting in decays to |X, J = 1−, 2+⟩. The phase is read out using a pair of rapidly switched

optical cycling lasers tuned to |X, J = 1−⟩ → |I, J = 1+⟩ and |X, J = 2+⟩ → |I, J = 20−⟩.

While this scheme requires only two cycling lasers, it has a weakness in that the |I, J = 1, 2⟩

states are separated by tens of GHz, requiring two 703 nm shelving lasers. In contrast, the

parity doublet in of the excited state |I, J = 1⟩ in scheme a) is only separated by 92.5 MHz,

such that only a single 703 nm laser shifted with an AOM is required. Thus, both schemes

require a total of four lasers for state shelving and cycling, assuming that cycling on the

I − X transition alone produces a sufficient number of photons. Otherwise, additional

lasers will be needed to repump the population decaying to other states such as H, Q, and

X, ν = 1.

1Note that any pre-existing molecule population in rotational sub-levels of X would reduce the measure-
ment contrast and thus may need to be transferred into another state with a long lifetime (e.g. |X, ν = 1⟩
states) before state shelving.
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Figure A.2.1: Two possible schemes to implement optical cycling detec-
tion. Both schemes consist of a “state-shelving” step where the phase information
is stored in different rotational levels of X and a cycling step where the information
is extracted using parity-switching detection on the X − I cycling transition.

A.3 Stray light in optical cycling detection

As the wavelength of the detected photons (512 nm) is the same as the wavelength of the

cycling lasers, there will be a large background from scattered photons in the chamber which

cannot be filtered out with a bandpass filter. Experimental tests estimate that the typical

stray photon rate for a laser sent into a vacuum chamber orthogonal to the molecular

beam is ∼ 1010 Hz/mW per detector, or ∼1 per 106 photons in the laser. Assuming 8

detectors, 100 mW laser light for cycling, an ACME III fluorescence signal of 108 Hz, and

the requirement that the scatter needs to be at most two orders of magnitude smaller

than the signal, one needs to suppress the stray photon rate to ∼1 in 109 per detector.

This is not infeasible, as previous molecular beam setups have accomplished stray light

suppression as low as 1 in 1011 [202, §5.9.2]. A typical suppression method is to blacken

the vacuum chamber walls and use a series of apertures or baffles to collimate the laser

beam [203, §5.6]. This is more readily accomplished by building a separate chamber after
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the interaction region dedicated for optical cycling detection. Without the presence of

field plates, such a chamber could also allow even better collection optics to collect more

molecular fluorescence [204].2

A.4 Experimental tests

In 2018-19, tests of optical cycling were performed to explore its feasibility. In these tests,

ThO molecules in the ground X state are produced with a standard cryogenic buffer gas

beam source and optically pumped with a 512 nm linearly polarized laser tuned to the

|X, J ′ = 1−⟩ → |I, J = 1,P = +1⟩ transition.3 The polarization of the laser is alternated

between x̂-polarization, ẑ-polarization, and fast polarization switching between x̂ and ẑ. A

PMT records the laser-induced fluorescence at 512 nm. This results in signals FX , FZ , and

FXZ . The number of photons cycled can be measured by comparing these three signals, as

explained below.

A.4.1 Expected fluorescence when optical pumping

Due to parity selection rules, the only single photon decays are back to |X, J ′ = 1⟩. For

the case of optical pumping with a single polarization ẑ, molecules can be excited from

M ′ = 1 → M = 1 or M ′ = −1 → M = −1. (M ′ = 1 → M = 0 is forbidden for

∆J = 0.) Let us consider the population excited to M = 1. They have have a probability

ξ of decaying back to |X, J ′ = 1⟩, where ξ is the electro-vibrational branching ratio of

I −X. Decays to M ′ = 0 and M ′ = 1 sub-levels occur with equal probability (which can

be verified by calculating the Clebsch-Gordan coefficients). Those which decay to M ′ = 1

remain bright to the laser and will emit a second photon. The probability of this occurring
2One possible complication is that the parity switching time bins from the state-shelving step (which

occurs in the interaction region) will be “smeared out” by the time the molecules arrive in the optical
cycling chamber due to the velocity dispersion in the beam.

3Toptica DL Pro HP, locked to a high finesse ULE cavity.
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is

p2 =

(
ξ

2

)
ξ =

ξ2

2
. (A.2)

The cycle then repeats, resulting in continuous emission of photons until all molecules are

in the dark state M ′ = 0. The total fluorescence produced can be calculated by summing

the geometric series:

F+1,Z = P1

[
(ξ) +

(
ξ

2

)
ξ +

(
ξ

2

)2

ξ + ...

]

= P1ξ
1

1− ξ
2

=
2P1ξ

2− ξ
, (A.3)

where P1 is the initial population in |X, J ′ = 1,M ′ = 1⟩. The same result obtains for the

case of F−1,Z i.e. decay from M = −1. Thus the total fluorescence from optical pumping

with ẑ-polarized light is

FZ = 2F+1,Z =
4P1ξ

2− ξ
= FX , (A.4)

where by symmetry we have also argued that the fluorescence obtained from using x-

polarized light would be given by the same expression.

For the case where the polarization is switched rapidly between x̂ and ẑ, there are no

magnetic dark states in |X, J ′ = 1⟩, so molecules in all 3 M ′ sub-levels will continuously

cycle photons until they decay to other electic and/or vibrational states. The total fluo-

rescence produced is

FXZ = 3P1[ξ + ξ2 + ...]

=
3P1ξ

1− ξ

(A.5)
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Assuming that FX and FZ are detected with roughly equal efficiency, then one can calculate

the ratio

R =
FXZ

FZ + FX

=

3P1ξ
1−ξ

8P1ξ
2−ξ

=
3

8

(
ξ − 2

ξ − 1

)
. (A.6)

From R, one can determine the number of photons cycled and the branching ratio ξ.

To ensure equal detection efficiency between FX and FZ , a waveplate to rotate the laser

polarization such that both polarizations are 45 degrees from the normal vector of the

detector. About 7-10 mW of 512 nm laser light was typically used for each polarization,

resulting in ∼ 80− 90% saturation.

A.4.2 Results

An example trace from the optical cycling tests is shown in Fig. A.4.1. This trace was

taken with polarization switching at 400 kHz and performing 4 passes of the ∼ 6 mW laser

through the molecular beam. From this result, the ratio R is calculated to be about 1.5,

implying an I − X branching ratio of ξ ≈ 0.67, markedly lower than the value of 0.91

measured by the Steimle group in Ref. [152]. This implies only about 2 additional photons

generated from optical cycling.

Multiple methods were attempted to increase the number of photons cycled: varying the

number of laser beam passes, polarization switching rate, laser power, collection optics,

applying an electric field, and implementing the polarization switching using a Pockels cell

(which has a better rise time compared to an AOM). The measured value of R remained

about the same, changing by no more than ∼ 10%. By the end of the optical cycling

project, the source of the discrepancy between these tests and the Steimle result was not

yet well-understood.
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Figure A.4.1: Optical cycling test results. Fluorescence traces when optically
pumping on the X − I transition with x̂-polarization (red), ẑ-polarization (blue),
and rapidly switching between the two polarizations at 400 kHz (orange). The
I −X branching ratio ξ and the number of photons cycled can then be extracted.
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A.5 Projected improvement in statistical sensitivity from op-

tical cycling

Even if the experiment signal can be significantly increased with optical cycling, this would

not translate to a proportional increase in statistical sensitivity of the phase measurement.

The stochastic nature of optical cycling means that the number of photons a molecule

emits before it decays to a dark state follows a statistical distribution which adds excess

noise above the shot-noise limit [70, 205]. This noise is dependent on the branching ratio ξ,

photon scattering rate r, photon scattering time T , and photon detection efficiency ϵ.4 As

calculated by Lasner and DeMille [205], the statistical uncertainty in a phase measurement

with optical cycling is

σ =
1

2
√
N

√
F, (A.7)

where N is the number of molecules participating in the spin precession5 and the excess

noise factor F is defined as

F = 1 +
1

1− e−rTb

(
bf

ϵ
+

1− 2b+ 2be−rTb(1− rT (1− b))− e−2rTb

1− e−rTb

)
, (A.8)

where b = 1− ξ is the branching ratio to a dark state, f is the photodetector excess noise

factor, and r, T , ϵ have been defined above. F incorporates all statistical gains from the

increased number of photons in optical cycling and can thus be used for direct comparisons

of σ with and without cycling.

For simplicity, let us assume that rT → ∞ (i.e. the width of the cycling laser beam can

be extended to ensure that cycling is performed “to completion”). Then the expression for
4If the rT is small then some molecules may not have decayed to a dark state by the end of the cycling

process. If ϵ is small, then by the end of the cycling process some molecules may not have emitted any
detected photons, while others may have emitted multiple detected photons. More detailed explanations
can be found in Ref. [70, §6.4].

5This is slightly different from earlier expression of EDM uncertainty such as Eq. 1.23, where N denoted
the number of detected molecules. Here, the photon detection efficiency is encoded in the excess noise factor
F .
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F simplifies to

F = 2 + b

(
f

ϵ
− 2

)
. (A.9)

In the case where there is no optical cycling performed (i.e. as in previous generations of

ACME), then b = 1 and rT → ∞, such that F = f/ϵ.

Based on the improvements described in the preceding chapters, the approximate gain

in EDM statistical sensitivity from optical cycling can be estimated as follows. We have

• f = 1.07 for the SiPM detectors (§5.2),

• ϵ ≈ 0.15, based on collection optics efficiency of ≈ 0.3 and SiPM detection efficiency

of ≈ 0.5 (Chapter 5),

• b = 0.09 (assuming the best case scenario that the ξ = 0.91 measured in Ref. [152] is

correct), or ∼ 10 photons cycled.

This results in F ≈ 2.5 with optical cycling and F ≈ 7 without. Thus, the reduction in

EDM statistical uncertainty implementing optical cycling using the ACME III apparatus

would be
√

7/2.5 = 1.7, which is a limited gain considering the large amount of engineering

effort required (multiple additional lasers for state shelving and cycling, dealing with high

levels of stray light, and changing detection scheme to parity switching detection). It

is possible that by performing cycling in a dedicated chamber, one could increase the

detection efficiency (from improved collection optics) by another factor of ∼ 2. In this

case, the combined statistical gain from cycling would only increase to 1.8. Even in the

extreme case where one added multiple repumping lasers to reduce b → 0, we would still

have F = 2, or a statistical gain of 1.9. For comparison, the theoretical maximum statisical

gain one could accomplish from conventional detection improvements is
√

1.07/0.15 = 2.7.

Thus, the stochastic nature of cycling limits its attractiveness as a method of improving

photon detection in ACME.
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A.6 Conclusion and future outlook

Given the limited numbers of cycled photons achieved experimental tests (§A.4) and the

limited statistical gain that would be possible given the excess noise present in cycling

(§A.5), the decision was made to discontinue the optical cycling project for ACME III

and focus on conceptually simpler methods of improving the detection efficiency which are

reported in Chapter 5. In future generations of the experiment, however, it is possible that

such statisical gains would be worth pursuing. In that case, the priority would be to con-

tinue exploring the causes of the low number of cycled photons in the earlier experimental

tests. This could be done by dramatically increasing the laser power, the number of laser

beam passes, and progressively adding repumping lasers for the H and Q transitions to

trace where the population ends up.
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B
X-A and H-A transition dipole moment

measurement

B.1 Background

The X − A and H − A transitions are of interest because they offer a STIRAP scheme

requiring less power than the X − C − H scheme used in ACME II. Such a scheme can

then be used to perform horizontal STIRAP through the field plates, which provides more

options to suppress polarization gradient-related systematic errors (§3.2.1). Knowledge of

the X −A and H −A transition dipole moments would allow a more concrete estimate of
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the laser powers required for STIRAP. Previously, the X−A transition dipole moment had

been measured in a previous dissertation [151, Eq. 4.22]1, obtaining dA,0−X,0 = (0.071 ±

0.038) ea0. This measurement used a classical rate equation model with several simplifying

assumptions (such as that the A-state lifetime is roughly equal to the C-state lifetime). In

contrasts, the measurements in the present chapter were performed to obtain the transition

dipole moments of the X −A and H −A transitions with improved precision and utilized

a model where each input variable is experimentally determined.

B.2 Experimental method

The measurement technique used is the same used in recent measurements of other tran-

sition dipole moments such as X − C [141, §B]. Optical pumping of the X − A transition

was performed using a locked 943 nm laser at different powers. The resulting saturation

curve was then fit to a numerical model of the optical pumping dynamics in the molecular

beam using optical Bloch equations [206, §2.3] An input parameter into the model is the

A−H branching ratio, which was previously measured to be [151, §4.3]2

ξA,0−H,0 = 0.29± 0.07. (B.1)

(Note that the subscript denotes the electronic states and the vibrational quantum numbers

of the energy levels in the transition.) Assuming a diagonal Franck-Condon factor of

0.8665 [144], this implies that ξA,0−X,0 = 0.62. The branching ratio ξ of a transition can be

related to the transition dipole moment d by the equation [141, 152]

ξ = 3.317× 10−13

[
m3

D2s

]
d2

λ3
τ, (B.2)

1Note that in this equation in the dissertation, X −A is mistakenly referred to as H −A.
2In Ref. [151], this branching ratio value was measured separately from the earlier X − A transition

dipole measurement, preserving the independence of the current measurement.
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where λ is the wavelength of the transition and τ is the excited state lifetime.

Other model input parameters include the laser beam profile, molecular beam height,

longitudinal velocity distribution, and Doppler width. All of these were independently

measured before being entered into the model, leaving only the transition dipole moment

d as the free parameter to be fitted to the power scan data.

B.3 Results

The resulting power scan is shown in Fig. B.3.1. From here, we obtain dA,0−X,0 = 0.35 D.

Figure B.3.1: Results of the X−A transition dipole moment measurement.
X-A laser power scan data (red circles) and fitted model (blue dashed line).

The systematic uncertainty of the measurement is estimated by fitting the model to a

second, earlier set of data which was taken using half the laser beam height, resulting in

less saturation. From this, an uncertainty of 0.1 D is obtained. The inputs to the model
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were also varied over the range of their uncertainties. These varied the results of the

measurement by much less than the systematic uncertainty. Hence, we obtain the result

dA,0−X,0 = (0.4± 0.1) D = (0.15± 0.04) ea0. (B.3)

from which one can use Eq. B.2 to obtain the lifetime of the A-state, τ = (10± 5) µs. This

relatively longer lifetime may partially explain the discrepancy between this measurement

and the earlier less precise measurement which assumed the lifetime to be the same as the

C-state lifetime of 490 ns [151].

Using the previously known branching ratio ξA,0−H,0, from this result we can also deduce

that

dA,0−H,0 = (0.8± 0.2) D = (0.31± 0.09) ea0. (B.4)

B.4 Implications for STIRAP

To estimate the laser powers required to perform X − A − H STIRAP,3 one can assume

that the same Rabi frequency needs to be achieved in the new system for each transition:

ΩX−C = ΩX−A

=⇒ dX−C

√
PX−C = dX−A

√
PX−A

=⇒ PX−A =
d2X−C

d2X−A

PX−C . (B.5)

Using dX−C = 1.27(5) D [141], dX−A = 0.4(1) D (this work), and PX−C = 15 mW [140],

we obtain PX−A = 151 mW. A similar equation can be written to estimate for the H − A

and H − C transitions. We use dH−C = 0.05(2) D [151, Eq. 4.19], dH−A = 0.8(2) D, and

PH−C = 10 W, obtaining PH−A = 40 mW. If the most conservative values of the transition
3This section is based on a write-up by Cole Meisenhelder.
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dipole moments within their quoted uncertainty ranges are used,4 one obtains PX−A = 290

mW and PH−A = 140 mW.

4In other words, the lowest values for dH−A and the highest for dH−C , and similarly for dX−A and
dX−C .
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